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\textbf{ABSTRACT}

N-of-1 studies are based on repeated observations within an individual or unit over time and are acknowledged as an important research method for generating scientific evidence about the health or behaviour of an individual. Statistical analyses of n-of-1 data require accurate modelling of the outcome while accounting for its distribution, time-related trend and error structures (e.g., autocorrelation) as well as reporting readily usable contextualised effect sizes for decision-making. A number of statistical approaches have been documented but no consensus exists on which method is most appropriate for which type of n-of-1 design. We discuss the statistical considerations for analysing n-of-1 studies and briefly review some currently used methodologies. We describe dynamic regression modelling as a flexible and powerful approach, adaptable to different types of outcomes and capable of dealing with the different challenges inherent to n-of-1 statistical modelling. Dynamic modelling borrows ideas from longitudinal and event history methodologies which explicitly incorporate the role of time and the influence of past on future. We also present an illustrative example of the use of dynamic regression on monitoring physical activity during the retirement transition. Dynamic modelling has the potential to expand researchers' access to robust and user-friendly statistical methods for individualised studies.
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\textbf{Introduction}

Between-participant studies, such as cohort studies or randomised controlled trials (RCTs), are the most prevalent research study designs, whether the aim is to identify predictors of response or estimate the population-level effect of an intervention. However, the evidence generated often has limited applicability to individuals seen in every-day practice (Rothwell, 2005) as it usually aims to estimate the average effect of specific predictors for a given population (Duan, Kravitz, & Schmid, 2013).

Furthermore, there is a growing interest in the opportunities individualised quantitative approaches can offer when developing or testing an intervention. Practices aimed at personalising the care of an individual have been attracting considerable attention in recent years (Lillie et al., 2011; Person Centred Care/Coalition for Collaborative Care/Medical directorate, 2016).

N-of-1 studies (see Box 1) are recognised as a valid and efficient mechanism to inform intervention development (Lillie et al., 2011), evaluate individualised evidence-based interventions (Craig et al., 2017).
A renewed interest in n-of-1 studies has arisen with the rapid development of electronic health information technology (e.g., fitness trackers) within different areas of clinical care (Barr et al., 2015) and health behaviour research (McDonald et al., 2017; O’Brien, Philpott-Morgan, & Dixon, 2016). The ability to design studies to test hypotheses and interventions at the individual level is also key for studying rare conditions, where between-participant studies are not feasible due to the small numbers of affected individuals (e.g., in xeroderma pigmentosum, a rare autosomal recessive genetic disorder; Sainsbury et al., 2016). Moreover, n-of-1 studies provide the scientific basis to tailor interventions to individuals in a way that no other set of research designs can achieve (Sniehotta, Presseau, Hobbs, & Araújo-Soares, 2012). This process can be easily integrated into mobile applications and digital interventions which track the user’s behaviour over time (cf. McDonald et al., 2017 for a review of n-of-1 applications in health behaviour research).

Box 1. Important facts about n-of-1 studies.

1. It is an individualised study and its main aim is not to infer population-level parameters but to reach conclusions for the individual under study.
2. It is always a time-series as the only available way to measure the variability within an individual is by obtaining repeated measurements over time. Likewise, the potential predictors need to vary over time.
3. The number of repeated measurements is the sample size of an n-of-1 study. More measurements lead to a better measure of the variability in the outcome of interest and improved precision of parameter estimates.
4. Bespoke design → ‘Bespoke’ analysis. As these are individualised studies, each study is designed according to real-world considerations which are specific to each individual. How, when and which variables are being collected depends on the individual circumstances. N-of-1 designs may vary substantially and reflect greater creativity than other, more commonly used designs. The statistical analysis plan will have to mirror the design.
5. Aggregated analysis of n-of-1 data is a possibility, allowing different questions to be answered about generalisability across people. Random-effects meta-analysis, mixed models and the summary measures approach are the most commonly used statistical methods for aggregated n-of-1 data (Araújo, Julious, & Senn, 2016).

Many terminologies – one data structure

Many different terminologies are currently used to describe n-of-1 studies (e.g., single-case, single-subject and single-patient studies). While all terminologies are acceptable, there is inconsistency in their use across published statistical methodologies and methodological reviews (e.g., Duan et al., 2013; Perdices & Tate, 2009; Shadish, 2014). Therefore, it is important to clarify this interchangeability in terminology when discussing the statistical aspects and state-of-the-art statistical methods for n-of-1 studies.

In medicine, the term n-of-1 mainly refers to an interventional design used to test medical or pharmacological treatments (Barr et al., 2015; Duan et al., 2013; Kravitz, Duan, & the DECIDE Methods Center N-of-1 Guidance Panel, 2014), while in psychology, it often also refers to a range of designs including observational studies, multiple baseline, alternating treatments, changing criterion and pre–post (AB) designs, which are commonly used to identify predictors of behaviour (Barlow, Nock, & Hersen, 2008; Kazdin, 2011; Kwasnicka, Dombrowski, White, & Sniehotta, 2017; McDonald et al., 2017; O’Brien et al., 2016; Quinn, Johnston, & Johnston, 2013; Shamseer et al., 2015). More recently, n-of-1 trials have been named micro-randomised trials when specifically applied to data obtained from activity trackers and mobile phones (Dempsey, Liao, Klasnja, Nahum-Shani, & Murphy, 2015; Klasnja et al., 2015; Law, Edirisinghe, & Wason, 2016; Liao, Klasnja, Tewari, & Murphy, 2016). Terms which describe the nature of the data itself have also been used to describe n-of-1 studies. For example, Borckardt et al. (2008) propose a simulation method for the analysis of ‘case-based time-series design’ in psychotherapy, which has been applied in the analysis of n-of-1 data (O’Brien et al., 2016), while Velicer and Fava (2003) refer simply to ‘time-series analysis’ when analysing repeated observations on a single individual at regular intervals.
Independently of the terminology used, the data that results from n-of-1 studies have a time-series structure resulting from measuring one or several variables over time in a given unit, which is often an individual, perhaps measured in a daily context. This type of design and the shape and structure of the data have been commonly used in other fields. For example, time-series designs have been employed in econometrics to study market behaviour and economic forecasting, in engineering for evaluating quality control and in the analysis of political processes (Box & Jenkins, 1970; Glass, Willson, & Gottman, 1975; Pevehouse & Brozek, 2008). Across these applications, the objectives of such longitudinal designs are usually to identify predictors of response, describe adaptive changes over time or predict future outcomes given prior history.

**Taking time seriously**

Time-series data have a natural temporal ordering and are typically not independent as the same individual is repeatedly measured, thus the data may exhibit some form of serial dependence or autocorrelation (i.e., the value of one observation depends, at least partly, on the value of one or more of the preceding observations in the series). When ignoring autocorrelation within time-series data, the standard errors are likely to be underestimated or overestimated, depending on the presence of positive or negative autocorrelation. The former increases the risk of Type I error (i.e., identifying a non-existent effect), while the latter increases the risk of Type II error (i.e., not identifying a true effect). Either way, it results in unreliable measures of statistical significance. Therefore, it is essential to acknowledge that n-of-1 data have a time-series structure and that autocorrelation, if present, needs to be accounted for when considering statistical analysis.

There is currently a lack of consensus concerning the most effective analysis methods for behavioural and psychological n-of-1 methods (Shamseer et al., 2015). Visual analysis of the slope, variability and patterns within the data has been used preferentially for time-series with low numbers of observations (Cooper, Heron, & Heward, 2007). However, it does not fully utilise the potential of contemporary health research methodology as more repeated measures are collected. Also, the statistical determination of effect sizes (and their precision) has proven to be an invaluable aid in decision-making and future research (e.g., sample size calculation, meta-analysis; Shamseer et al., 2015). But despite the apparent simplicity of an n-of-1 study design, the majority of previous n-of-1 studies were not statistically analysed. This may be related to the perceived complexity and uncertainty of the required statistical analysis (Kravitz et al., 2009; Shadish, 2014). Gabler, Duan, Vohra, and Kravitz (2011) reviewed 108 single-case trials reported in the medical literature during 1985–2010 and found that around 50% used a statistical approach to determine a superior treatment. However, in a recent systematic review on the use of n-of-1 methods in health behaviour research (McDonald et al., 2017), only 25% of the 39 studies included in the review used statistical approaches for n-of-1 data analysis. Although not entirely clear why statistical methods are more commonly used in clinical research, n-of-1 studies in this area usually use the RCT design with the aim to compare treatments and test hypotheses, which often implies the use of statistical methodologies. In addition, behaviour research has used a variety of n-of-1 designs, which is in part related to the irreversibility of some interventions (e.g., information provision). Only more recently, behaviour research has been using n-of-1 RCT to test reversible interventions components (those which can be removed; e.g., Sniehotta et al., 2012). Differences in the designs used in both fields might therefore play some role in explaining the difference in prevalence in the use of statistical approaches as more complex designs might hinder the use of statistical methods. However, in both fields, there was a tendency to use simpler and, arguably, less appropriate statistical methods.

Several statistical approaches have been proposed for determining effect sizes in n-of-1 studies: from simple paired t-tests and standardised effect sizes (e.g., d statistics, odds ratio and correlation coefficients), double bootstrap methods and the Cochrane–Orcutt approach (Bagian, King, Mills, & McKnight, 2011; McKnight, McKean, & Huitema, 2000; Naughton & Johnston, 2014) to more
complex time-series methodologies like ARMA and ARIMA modelling (Mills, 1990), simulation modelling analysis (Borckardt et al., 2008; Nash, Borckardt, Abbasa, & Gray, 2011), Bayesian statistics (Swarminathan, Rogers, & Horner, 2014) or adaptive treatment regimen methods in which the treatment decision at each step is made sequentially by utilising the cumulative data previously collected in the trial (Bembom & van der Laan, 2008; Cheung, Chakraborty, & Davidson, 2015; Henderson, Ansell, & Alshibani, 2010; Mao & Cheung, 2016). As for the simpler approaches, conventional parametric and non-parametric statistics often assume that observations are independent. Therefore, most of these techniques ignore the presence of autocorrelation and are usually not appropriate to analyse n-of-1 data (Parker, Vannest, & Davis, 2011; Shadish, 2014). A much more familiar and flexible approach is the use of regression-based models as they can account for autocorrelation while assuming different distributions for the outcome (e.g., count, categorical and non-normal continuous outcomes). Additional advantages are the possibility of testing for a non-linear time trend as an integral part of the model-selection process. Although non-parametric tests of non-linearity in time-series exist, including the Hinich test (Hinich, 1982) and the byspectral test (Rusticelli, Ashley, Dagum, & Patterson, 2008), which could be potentially used in addition to non-parametric or more simple parametric approaches, there is no evidence of their use when analysing n-of-1 data. Nevertheless, the added complexity of some of the high-end time-series regression-based methods may limit feasibility due to the high level of statistical expertise required for their use. There is a pressing need not only to facilitate access to these sophisticated and appropriate methodologies for n-of-1 analysis, but also to other suitable approaches which have been commonly used in other fields to analyse this type of data.

In this article it is not our intention to provide a critical review of current statistical approaches used to analyse n-of-1 data. Instead we aim to help general understanding about the statistical analysis of n-of-1 studies and strengthen the quality of evidence generated in future studies by introducing and promoting the use of dynamic models, also referred to as autoregressive distributed lag models (Hendry, 1995), in behavioural research.

**What is dynamic modelling?**

Dynamic modelling accounts for the effect of past on the future by including lagged variables representing the past history of the predictors and outcome (which adjusts for the presence of autocorrelation) in an otherwise conventional multiple regression model. Focusing on how dynamic modelling deals with autocorrelation, Keele and Kelly (2006) used Monte Carlo analysis to compare the performance of dynamic models with several other time-series models including ARMA, Cochrane–Orcutt and Prais–Winsten (1954) regressions, which are the most likely alternatives for dealing with autocorrelation. The analysis showed that if the process is dynamic, i.e., if there is an effect of the past on the current values of the process being studied, then the estimates provided by the dynamic model were superior to the other models or estimators, even in the presence of a weak effect. In other words, if history matters then a dynamic model remains a better choice when compared to the other options. However, it is not appropriate in the presence of non-stationary data or if the model residuals are too strongly autocorrelated. Another interesting conclusion from this study was the fact that a large number of observations were not required for obtaining good coefficient estimates when using dynamic regression. Even with as few as 50 repeated measures, simple dynamic models produced good estimates and in the presence of autocorrelated residuals, these estimates were better for modest, rather than large sample sizes.

Although the use of this method is not yet common in behavioural research, dynamic regression has been previously suggested as an adequate approach to model n-of-1 data in clinical research. In their guide for the design and implementation of n-of-1 trials, Kravitz et al. (2014) briefly present dynamic models as an appropriate statistical approach to analyse autocorrelated data from n-of-1 experimental studies.
In this paper, we describe in detail the use of dynamic modelling and generalise its description to include analysis of data from observational studies. We also provide an illustrative example of the use of dynamic regression to analyse data from an n-of-1 study in health behaviour research and provide the necessary supplementary materials for the replication of the analysis.

**An illustrative example: physical activity**

World Health Organisation guidelines recommend that adults should engage in at least 150 minutes of moderate (or 75 minutes of vigorous) intensity aerobic physical activity (PA) per week, performed in bouts of PA lasting at least 10 minutes in duration (World Health Organization, 2010). Identifying predictors of PA using n-of-1 studies seems a natural solution to study individual behaviour and to aid the development of individualised interventions.

One of the latest trends in PA research is the use of fitness trackers with integrated movement detectors. In research, more sophisticated electronic devices are used to collect objectively measured accelerometry data alongside self-reported questionnaires that can be time-stamped and answered in specific contexts (e.g., Ecological Momentary Assessment). This leads to the collection of within-individual real-time data in a participant’s natural environment (Shiffman, Stone, & Hufford, 2008), and can capture planned or unplanned ecological events.

McDonald, Vieira, O’Brien, White, and Sniehotta (2016) present a series of novel n-of-1 studies that intended to explore PA change during the retirement transition. The data derived from one participant from this study are represented in Figure 1. The participant being monitored wore the device for 120 days. The device sampled activity by assigning a raw score of movement performed within 60-second epochs (Figure 1(a)). Assuming that a PA ‘bout’ was recorded when there was a continuous string of activity corresponding to $\geq 217$ raw counts per minute (as found in Esliger et al., 2011 and Hickey et al., 2016), lasting at least 10 minutes, it is possible to determine the exact minute when a bout of PA was initiated (Figure 1(b)). This information can be further transformed into a daily summary of the number of PA bouts (Figure 1(c)).

In terms of predictors, the potential variables need to vary over time (e.g., the occupational state of the participant has no information if it remains the same throughout the follow-up period). In this illustrative example, the investigators were interested in exploring the relationship between sleep and PA. Therefore, the number of hours of sleep in the previous night was also collected (Figure 1(d)). One advantage of using an individualised study design is the possibility of including personalised variables applicable specifically to the individual in study (McDonald, Araújo-Soares, & Sniehotta, 2016). In this example, we will account for the fact that the participant started retirement 42 days after beginning the study, as it may potentially impact the levels of PA. The participant perceived their partner to have a significant influence on their PA behaviour. Therefore, the participant rated (on a scale of 0–1) the influence of their partner on a daily basis in response to the question ‘how much did your partner influence your PA today?’

**Defining the primary outcome**

Special consideration needs to be given to the distributional characteristics of the available data. In the illustrative example, there were two candidate transformations of the raw data for the PA outcome: the binary data which identifies if a continuous string of activity of at least 10 minutes was initiated at any given time, and the number of PA bouts per day. Given its binary structure, a logistic dynamic regression would be the natural choice for the analysis of the former variable, while a Poisson or even a linear dynamic regression would seem appropriate for the latter outcome, given it is count data and a large sample size is available. However, prior exploratory analysis showed that the number of PA bouts per day did not have Poisson distribution and was not normally distributed for this participant.¹
Formally describing dynamic regression models

Dynamic regression models have been identified as an appropriate approach to express and model the behaviour of each individual over time (Kravitz et al., 2014; Schmid, 2001). Assuming that time $t$ is a discrete variable such that $t = 0, 1, \ldots, T$, where $T$ is the total number of minutes the individual wore the device, then the observations of PA bouts form a subject-specific binary process $Y_1, \ldots, Y_T$, where $Y_t = 1$ if the participant initiates a PA bout at minute $t$, $Y_t = 0$ otherwise (Figure 1(b)). This binary variable corresponds to the dependent variable in the model.

In dynamic regression, two sets of covariates, $X_t$ and $D_t$, both of which vary over time, are considered. The first, $X_t$, describes exogenous conditions such as trend over time, day of the week (weekend, workday), period of day (morning, afternoon and evening), together with endogenous covariates such as retirement, partner’s influence and length of sleep (hours), which are specific to the individual. The model can be further adjusted for any unplanned events reported throughout the follow-up and that can potentially affect the outcome, by including covariates representing the event (e.g., an indicator variable representing the occurrence of leg injuries from a car accident).

The second, $D_t$, are dynamic covariates constructed to summarise the history up to $t$ of responses $Y_1, \ldots, Y_T$, of the individual. These may depend on an arbitrary way on the ‘past’ $F_t$ which is the complete history of response and covariates to time $t$.

Figure 1. (a) Example of time-series data obtained in an n-of-1 study targeting PA and length of sleep. The follow-up time was 120 days. This figure shows the raw score of movement performed within 60-seconds for each minute when the accelerometer was worn. The grey horizontal line represents the raw movement score threshold (217) used to identify PA. (b) Time at which bouts of PA were initiated, assuming a continuous string of activity is at least 10 minutes of $\geq 217$ raw counts per minute. (c) Daily count of the number of PA bouts. Retirement day is identified in the x-axis. (d) Number of hours of sleep the previous night.
As we have a binary outcome, we will consider a logistic regression. We chose to describe the effect size as the probability of initiating a PA bout at minute \( t \), instead of the commonly used odds ratio. Not only is it easily interpretable and meaningful, it conveniently allows deriving the same probability for different time periods (e.g., per 15 minutes or per hour). Therefore, we will describe the generic logistic model:

\[
P(\text{Y}_t = 1 | \text{F}_{t-1}) = \expit(\alpha + \beta_0 X_t),
\]

where \( P(\text{Y}_t = 1 | \text{F}_{t-1}) \) is the probability of a PA bout, \( t \) corresponds to the chronological ordering of observations, \( \alpha \) is the constant term and \( \expit(\lambda) = \exp(\lambda)/(1 + \exp(\lambda)) \) is the inverse-logit function. Dynamic modelling adjusts for autocorrelation by conditioning on the past so that the response at time \( t \) is a function of the response at time \( t-1 \) or earlier times. While in dynamic regression we can select the best function \( D_t \) of the past (see example below), conventional autoregressive models only include the previous response directly in the model. A lag 2 dynamic model would be

\[
P(\text{Y}_t = 1 | \text{F}_{t-1}) = \expit(\alpha + \beta_0 X_t + \beta_1 X_{t-1} + \beta_2 X_{t-2} + \alpha_1 Y_{t-1} + \alpha_2 Y_{t-2}),
\]

but the model could be extended to include as many lagged response as needed, or summaries of them such as the mean value over a previous window. In other words, we try to use the past to explain the future. Since what is in the past changes as time proceeds, it is a dynamic covariate.

**Does outcome \text{Y} change over time?**

As it is, this model makes the, often unrealistic, assumption that the outcome is not changing systematically with time. However, the amount of PA might exhibit both short-term and long-term patterns of change over time. PA might be increasing or decreasing linearly, or not be changing at all. It might have been highly variable in some periods or remained relatively constant until some new factor came into play. Whatever its pattern, the longer term pattern of change is usually referred to as ‘trend’.

If the study duration and measurement frequency are sufficient to differentiate the trend from noise, it is possible to model the time trend by introducing time in the model. For example,

\[
P(\text{Y}_t = 1 | \text{F}_{t-1}) = \expit(\alpha + \beta_0 X_t + \beta_1 X_{t-1} + \beta_2 X_{t-2} + \rho_1 Y_{t-1} + \rho_2 Y_{t-2} + \delta t),
\]

where \( \delta \) represents the slope of the time trend. Exponential, quadratic or higher order polynomial terms (e.g., fractional polynomials) can be used when the time trend is not linear. However, they might consume additional degrees of freedom without significantly increasing the explanatory power.

**Estimating periodicity effects**

The more repeated measurements in a time-series, the more possible it is to capture periodic patterns. For example, PA patterns are expected to differ between period of the day (morning, afternoon or evening), weather seasons or when comparing weekends and workdays. These periodicity effects can influence both the outcome and predictors of interest. In order to avoid confounding the periodicity effects with those of the predictors of interest, we need to explicitly control for the period in which the measurement is observed. This is achieved by including the relevant variables along with the other predictors. Let \( S_t \) be the set of variables describing the periodicity effects in the time-series. Then, our final dynamic model would be

\[
P(\text{Y}_t = 1 | \text{F}_{t-1}) = \expit(\alpha + \beta_0 X_t + \beta_1 X_{t-1} + \beta_2 X_{t-2} + \rho_1 Y_{t-1} + \rho_2 Y_{t-2} + \theta S_t + \delta t),
\]
where $\theta$ corresponds to the periodicity effect. This way we are able to simultaneously obtain more precise estimates of both periodicity and the effects of the other predictors.

**Important assumptions when using dynamic modelling**

In order to exploit n-of-1 data, three important assumptions are made. The first is that the effect of the past is captured through the exogenous, endogenous and dynamic covariates, i.e.,

$$P(Y_t = 1|F_{t-1}) = P(Y_t|X_{t-1}, D_{t-1}).$$

A misspecification of the lag structure (e.g., when the lag is one day but is defined as one week instead) might result in a sign reversal of the contemporaneous effect (Vaisey & Miles, 2017). The second important assumption is stationarity, i.e., the dynamics do not change over time, so that the coefficients ($\beta$, $\rho$, $\theta$, $\delta$) are time constant. A third assumption is that the dynamic covariates do not lie on the causal pathways between the exogenous/endogenous covariates $X_t$ and the response $Y_t$.

**Extending the model**

In this example, no intervention was introduced. However, when considering individualised n-of-1 experimental studies such as randomised or counterbalanced designs (e.g., ABBABAAB), careful consideration is needed, not only to account for period and treatment effects, but also carryover effects. See Kravitz et al. (2014) for more details on the statistical and analytical considerations of n-of-1 experimental studies.

Dynamic regression can accommodate different types of outcomes by using an appropriate link function when building the model. Logistic regression is appropriate for a binary outcome like in our example and it can be extended to an unordered or ordered categorical logistic regression if the outcome has more than two unordered or ordered categories, respectively. A linear regression would be appropriate for continuous data with normally distributed errors, while a Poisson regression is usually adequate to model count data.

**Is variable Y a function of variable X?**

Returning to the illustrative example, Table 1 lists the variables included in the model. The model assumes a binary outcome representing the initiation (or not) of a bout of PA in each minute recorded by the activity tracker. Having controlled for the acknowledged sources of confounding, focus is now on the main research question: does the number of hours the individual sleeps influence how physically active the participant is?

Table 2 summarises the effect sizes (probability of initiating a PA bout per minute) and statistical significance of all variables included in the model. Assuming a cut-off $p$-value of .05, time has a statistically significant linearly decreasing effect on PA. Figure 2 shows that the probability of engaging in a bout of PA per hour also decreased during the weekend, although not significantly, and in the evening (when compared with morning and afternoon). Autocorrelation in the outcome is significant when accounting for the number of PA bouts in the previous two hours, but not for the total number of bouts one or two days before.

While retirement and partner’s influence have a non-statistically significant effect on PA, both the number of hours the participant slept the previous night and the hours of sleep two nights before are statistically significant. Figure 3 graphically represents the probability of a bout of PA per hour, given how many hours the participant slept the night before and two nights before, considering that the participant slept on average 7.5 hours per night (range: 3.5–9.5). We observe that if the participant sleeps the average number of hours two nights before, the probability of engaging in PA will range...
Table 1. Variables included in the dynamic model.

<table>
<thead>
<tr>
<th>Type of variable</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Outcome</td>
<td>Initiation of a PA bout at each minute (yes/no)</td>
</tr>
<tr>
<td>Exogenous</td>
<td>Number of days since starting the study (we assume a linear trend)</td>
</tr>
<tr>
<td></td>
<td>Period of the day (afternoon/morning/evening)</td>
</tr>
<tr>
<td>Endogenous</td>
<td>Number of hours of sleep – previous night (lag 0)</td>
</tr>
<tr>
<td></td>
<td>Retirement</td>
</tr>
<tr>
<td>Dynamic</td>
<td>Number of hours of sleep – previous night (lag 1)</td>
</tr>
<tr>
<td></td>
<td>Number of hours of sleep – two nights before (lag 2)</td>
</tr>
<tr>
<td>Predictor-related</td>
<td>Number of PA bouts – previous two hours</td>
</tr>
<tr>
<td>Outcome-related</td>
<td>Number of PA bouts – previous day (lag 1)</td>
</tr>
<tr>
<td></td>
<td>Number of PA bouts – two days before (lag 2)</td>
</tr>
</tbody>
</table>

Table 2. Multivariable associations between predictors and PA.

<table>
<thead>
<tr>
<th>Predictor</th>
<th>$\beta$ (SE)$^a$</th>
<th>$p$-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time trend – linear</td>
<td>$-0.004 (0.002)$</td>
<td>.05</td>
</tr>
<tr>
<td>Weekday (ref: work day)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weekend</td>
<td>$-0.18 (0.11)$</td>
<td>.09</td>
</tr>
<tr>
<td>Period of day (ref: afternoon)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Morning</td>
<td>$0.09 (0.09)$</td>
<td>.33</td>
</tr>
<tr>
<td>Evening</td>
<td>$-0.63 (0.12)$</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Number of PA bouts previous two hours</td>
<td>$0.10 (0.04)$</td>
<td>.01</td>
</tr>
<tr>
<td>Number of PA bouts – previous day</td>
<td>$0.01 (0.02)$</td>
<td>.58</td>
</tr>
<tr>
<td>Number of PA bouts – two days before</td>
<td>$0.002 (0.02)$</td>
<td>.92</td>
</tr>
<tr>
<td>Retirement</td>
<td>$0.25 (0.15)$</td>
<td>.11</td>
</tr>
<tr>
<td>Influence of partner</td>
<td>$-0.70 (0.44)$</td>
<td>.11</td>
</tr>
<tr>
<td>Sleep length</td>
<td>$0.11 (0.05)$</td>
<td>.03</td>
</tr>
<tr>
<td>Sleep length – previous day</td>
<td>$0.03 (0.04)$</td>
<td>.49</td>
</tr>
<tr>
<td>Sleep length – two days before</td>
<td>$0.13 (0.05)$</td>
<td>.01</td>
</tr>
</tbody>
</table>

$^a$Regression coefficient and corresponding standard error (SE).

Figure 2. Probability of initiating a bout of PA per hour, by weekday and period of day.
from 20% to 34%, depending on how many hours of sleep reported for the previous night (dotted line). If the number of hours slept two days ago were the minimum 3.5 hours, the probability ranges between 12% and 22% (solid line). If the participant has slept the maximum number of hours two days ago, then the probability would range between 25% and more than 40% (dashed line). If the lag 2 effect is unaccounted for, we would detect an increase of 14% in the probability of being physically active, when comparing sleeping the minimum (3.5) and maximum (9.5) number of hours the previous night (dotted line). When acknowledging how much the participant slept two nights before, the probability of engaging in PA on the current day can range from 12% to 40%, almost a 30% increase. This example shows the importance of modelling the dynamic effect of variables, (i.e., the effect of the past on the future). It also shows that methods which intend to remove autocorrelation prior to the analysis (e.g., pre-whitening, as used by Hobbs, Dixon, Johnston, & Howie, 2013; Kwasnicka et al., 2017; Quinn et al., 2013) need to be used carefully as they might remove an existing effect.

What about sample size?

The analysis of the PA data presented in this paper is for descriptive and modelling purposes rather than to test a specific null hypothesis. However, calculating a sample size for n-of-1 studies is challenging as concerns exist on whether there is accurate prior information on likely variances and dependence structures for sample size calculation. More importantly, it is often difficult to define a null or alternative hypothesis or state the clinically important differences needed for power calculations. Even if the latter is achieved, the final sample size will also depend on practical considerations related to feasibility and type of measurement, for example, an individual’s ability and willingness to record data more than once a day or for a long period of time. Clearly, this is an area in need of further discussion.

In conclusion

N-of-1 studies offer an opportunity to explore within-individual variability and develop individualised interventions in health psychology, but the apparent complexity and uncertainty around its statistical
analysis may have limited the use of these study designs in the past. In this article we have described the statistical and analytical considerations of n-of-1 studies, emphasising the time-series structure of the data. Several methodologies are available that appropriately model time-series data and provide adequate effect sizes. However, their complexity may have limited their usability. Dynamic modelling is a robust and commonly used method to analyse time-series data. It adjusts for autocorrelation and models the dynamic effects by incorporating the dependence of future on past. This is achieved by including lagged covariates, representing the past history of the predictors of interest and the outcome, in conventional multivariable regression models, therefore avoiding the use of more complex estimation methods as, for example, when using autoregressive models. However, as dynamic modelling assumes that the effect of the past is captured through the dynamic covariates, these lagged variables need to be carefully chosen to represent the past appropriately. It further assumes that the dynamics do not change over time, which means it is applicable only for stationary time-series data. Nevertheless, dynamic modelling is an intuitive, robust and flexible statistical approach with potential to strengthen the quality of evidence generated in future individualised studies.

Note

1. Further transformations could be used in an attempt to normalise the data but it would further complicate the presentation of the example. We acknowledge that a continuous and normally distributed outcome would facilitate the description of the model but we consider it to be of value to exemplify an analysis of a real-world n-of-1 study, where outcomes are more often than not, non-normally distributed.
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Supplementary materials

An R script with syntax to generate the results and plots presented in this paper is available as supplementary materials to encourage wider use. The script also includes example syntax on how to analyse data with a normally distributed outcome as well as a Poisson distributed count outcome. The data used in the illustrative example is available via https://doi.org/10.5281/zenodo.580028.