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**Highlights**

- New results on the application of fractional-order controllers to nanopositioners
- Design of a fractional-order IRC control scheme and application to a nanopositioner
- Expansion of the available bandwidth beyond the resonant frequency of the plant
- Experimental validation and robustness analysis of the proposed controller
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Abstract

By exploiting the co-located sensor-actuator arrangement in typical flexure-based piezoelectric stack actuated nanopositioners, the pole-zero interlacing exhibited by their axial frequency response can be transformed to a zero-pole interlacing by adding a constant feed-through term. The Integral Resonant Control (IRC) utilizes this unique property to add substantial damping to the dominant resonant mode by the use of a simple integrator implemented in closed loop. IRC used in conjunction with an integral tracking scheme, effectively reduces positioning errors introduced by modelling inaccuracies or parameter uncertainties. Over the past few years, successful application of the IRC control technique to nanopositioning systems has demonstrated performance robustness, easy tunability and versatility. The main drawback has been the relatively small positioning bandwidth achievable. This paper proposes a fractional order implementation of the classical integral tracking scheme employed in tandem with the IRC scheme to deliver damping and tracking. The fractional order integrator introduces an additional design parameter which allows desired pole-placement, resulting in superior closed loop bandwidth. Simulations and experimental results are presented to validate the theory. A 250% improvement in the achievable positioning bandwidth is observed with proposed fractional order scheme.
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1. Introduction

Control strategies applicable to nanopositioners need to deliver high positioning bandwidth and low-error positioning performance and be robust in the presence of parameter uncertainties. The high positioning bandwidth is a requirement stemming from the popular use of a wide-band actuation signal, the triangle waveform. The triangle wave trajectory in one axis of the nanopositioner is combined with a ramp-like trajectory in the other axis to generate an $x-y$ raster scan, the most common scanning pattern in Atomic Force Microscopy, [1]. Positioning errors in such scans mainly arise from three inherent sources viz: (i) Lightly-damped first resonant mode of each individual axis that dominates the axis dynamics within the bandwidth of interest, (ii) Intrinsic nonlinearities such as hysteresis and creep in the employed piezoelectric actuator and (iii) Cross-coupling between the $x$ and $y$ axis of the nanopositioner, [2]. The cross-coupling effects can be minimized during the mechanical design stage by utilizing a low-cross-coupling ($\approx -40 \text{ dB}$) design between axes, virtually deeming them decoupled, [3]. The detrimental effects of the resonant mode as well as the nonlinearities are usually minimized by implementing a suitable control scheme. The typical approach is to implement a dual-loop control strategy. In this approach, the inner loop imparts adequate damping to the lightly-damped resonant mode through any one of a number of damping controllers proposed till date; such as Positive Position Feedback (PPF), Positive Velocity and Position Feedback (PVPF), Integral Resonant Control (IRC), Integral Force Feedback (IFF) etc. [4–7]. The outer loop is employed to minimize positioning error due to the nonlinearities by incorporating a tracking controller, typically a high-gain integrator, [8].

Over the past few years, IRC has emerged as a low-order, guaranteed stable, easily adjustable, high-performance damping controller with robustness in the presence of plant parameter uncertainties. Consequently, the control strategy in which the IRC is combined with a suitably gained integral tracking controller has gained popularity in nanopositioning applications, [8, 9]. To date, the relationship between its parameters, namely the feed-through term and the gains of the damping and tracking controllers, and the achievable performance of the system has been analytically derived [10]. The sequential design of individual damping (IRC) and tracking (integrator) control loops was
shown to deliver sub-optimal positioning performance and thus, a simultaneous design of the damping and tracking controllers was recently proposed, [11]. Furthermore, it was recently shown that in order to achieve an ideal flat band response, the closed loop poles of the damped and tracked nanopositioner axis could be placed in a Butterworth pattern, i.e., all the closed loop poles are equally spaced on a circle, with radius equal to the natural frequency of the Butterworth filter, [12, 13].

The main disadvantage of the IRC is indeed produced by its inherent simplicity. Because the IRC presents only three parameters to tune while needing four closed loop poles to be placed, all the poles cannot be placed arbitrarily. This leads to a very small closed-loop positioning bandwidth, usually close to the half of the resonant frequency of the uncontrolled open loop system, [13]. The presence of a pure-time delay in the system that creeps in due to the hardware utilized in the actual control implementation modifies the position of the closed loop poles, further limiting the achievable bandwidth, [14]. Yet, due to the many advantages and simplicity of the IRC scheme, it is desirable to find a way to expand the achievable bandwidth of this control scheme and at the same time keep the in-bandwidth closed-loop response as flat as possible. Fractional order controllers are usually utilized to design very robust schemes by designing the phase margin of the closed loop system [15, 16] and have been widely employed to control smart structures where the vibrations are a major issue, [17–19]. Using this as a motivation, this paper proposes a modified control scheme that replaces the standard integral tracking controller with a fractional order integrator.

This modification facilitates an additional design parameter that has the potential of increasing the achievable positioning bandwidth. Additionally, design rules to compensate the effects of hardware-induced time delay are also formulated, resulting in increase of the positioning bandwidth achieved.

This paper is organized as follows. Section 2 presents the mathematical model for one axis of a piezo-actuated nanopositioner. The new control scheme (abbreviated to FIRC) that combines the traditional IRC damping scheme with a fractional order integral tracking controller is formulated in Section 3. Section 4 describes the experimental setup used to validate the theory developed in this work. The simulated results produced by the proposed controller are presented in Section 5, and the experimental results and conclusions are presented in Sections 6 and 7.

2. Problem statement

The frequency response of one axis of a typical flexure-based piezo-stack actuated nanopositioner can be modelled as an infinite sum of second order terms with lightly damped resonant modes:

\[ G_M(s) = e^{-\tau s} \sum_{h=1}^{M} \frac{\sigma_h^2}{s^2 + 2\zeta_h\omega_h s + \omega_h^2} \quad (1) \]

where \( M \) denotes the number of resonant modes considered in the model (ideally \( M \to \infty \)), \( \sigma_h^2 \) corresponds to the gain of each resonant mode, \( \zeta_h \) is the damping ratio of each mode, \( \omega_h \) is the natural frequency of each resonant mode, and \( \tau \) is the value of time delay in the system. Controlling this type of system is a challenging task due to the infinite number of resonant poles of the system combined with the infinite number of poles introduced by the delay which is a transcendental transfer function.

The IRC is a pure damping-only control scheme that uses an adequate feed-through term to reverse the pole-zero pattern exhibited by co-located systems (systems with co-located sensors and actuators) into a zero-pole pattern. A suitably gained integrator, \( C_I(s) \), implemented in positive feedback with this modified zero-pole patterned system is capable of adding significant damping to multiple resonant modes of the system, [20]. To this damped system, a high-gain integrator, \( C_I(s) \), is implemented to impart input command tracking forcing the system output (position in the case of nanopositioners) to follow the system input (desired trajectory), [8, 9, 21]. The combined damping and tracking control scheme is shown in Fig. 1.

As mentioned earlier in Section 1, even if a simplified model of (1) is considered (a single resonant mode with no delay), the number of closed-loop poles is greater than the number of parameters that can be tuned (four poles and three parameters), leading to a relatively small achievable closed-loop positioning bandwidth. In practice, though the simplified model considering only the first dominant resonant mode as given in 1 is accept-
able (due to the substantial spacing between consecutive resonant modes), the effect of the delay cannot be neglected, deeming the methodologies proposed in [10] and [13] inapplicable. These drawbacks are overcome using the fractional order IRC design proposed in the following section.

3. Fractional IRC Design

As stated in Section 1, two different trajectory commands namely the triangular wave and staircase are used to generate a raster scan. It is straightforward to conclude that the design parameters of the control scheme should be tuned depending on the type of trajectory to be followed. In almost all control schemes targeted towards nanopositioning, the controller parameters are optimized to track only triangular trajectories and therefore, the main focus is on maximizing the achievable positioning bandwidth. The experimental and simulated results in this work demonstrate that this introduces a trade-off between the performance in the frequency domain (utilized to evaluate triangular signals) and in the time domain (utilized to evaluate step signals). This trade-off between parameters needed to track each of the two signals signals perfectly, directly impacts the design of the control scheme.

3.1. Step 1: Maximize the achievable bandwidth

As the traditional IRC controller is usually designed considering only the first resonant mode of the system, [10, 13], the proposed fractional order IRC is also designed considering the particular case where \( M = 1 \) in (1); which leads to:

\[
G(s) = e^{-\tau s} \frac{s^2}{s^2 + 2\zeta\omega s + \omega^2} \tag{2}
\]

where the index \( h = 1 \) has been omitted for the sake of clarity. Considering the system (2) and the general implementation of the IRC scheme, the closed loop block diagram with all the control parameters is shown in Fig. 2, where \( K_n \) is the gain of the tracking controller, \( \alpha \) is the fractional order of the tracking controller, \( K_{dc} \) is the gain of the damping controller, \( \beta \) is the fractional order of the damping controller, and \( d \) is the feed-through term. In this case, if \( \alpha = 1 \) and \( \beta = 1 \), the traditional integer order IRC scheme is obtained, and by using \( 0 < \alpha < 1 \) and \( 0 < \beta < 1 \), different fractional order implementations of the IRC scheme are obtained. Since the outer tracking loop governs the overall closed loop tracking bandwidth, [11], this work focuses on the impact of converting the first order tracking integrator implemented in the outer loop to a fractional order one (\( \beta = 1 \) and \( 0 < \alpha < 1 \)). To further simplify the notations, \( \beta \) is omitted from the analysis henceforth. The closed loop transfer function of the system can then be written as:

\[
H(s) = \frac{K_nK_d\sigma^2}{e^{\tau}s^2(s^2 + 2(2\zeta\omega - dK_d) + s(\omega^2 - 2\zeta\omega K_d)) - dK_d\omega^2 + K_dK_d\sigma^2} \tag{3}
\]

It can be seen that the case where \( \alpha = 1 \) leads to the traditional IRC scheme where the maximally flat band response can be achieved by arranging the closed loop poles in a Butterworth pattern (equally spaced on a circle of radius \( \omega_B \)). However, for values of \( 0 < \alpha < 1 \) even if the delay is neglected \((\tau = 0)\), the denominator of (3) takes the following form:

\[
H(s)_{den} = s^{3+\alpha} + s^{2+\alpha}(2\zeta\omega - dK_d) + s^{1+\alpha}(\omega^2 - 2\zeta\omega K_d) - s^\alpha K_{dc}(\omega^2 + \sigma^2) + K_dK_d\sigma^2 \tag{4}
\]

![Figure 2: Block diagram of the FIRC scheme.](image)

It was shown in [22], that the concept of analog Butterworth filter and its maximally flat-band response can be extended to fractional order systems, but the poles of these fractional order Butterworth filters need to be placed in very specific locations along \( Q \) Riemann sheets (where \( Q \) is related to the number of decimals of the fractional order of the filter). This imposes specific restrictive conditions on the structure of the denominator of fractional order Butterworth filters that cannot be satisfied by (4). It is important to note that if this condition is not satisfied in the simplest case without time delay, the case with an arbitrary time delay \( \tau \neq 0 \) will prove impossible.

However, if restriction of maximally flat-band response is relaxed, a controller can be designed such that the closed loop response achieves a compromise between flat in-bandwidth response and maximum achievable bandwidth. In order to do so, the parameters of the controller, i.e. \( K_n, \alpha, K_{dc}, \) and \( d \), are designed by optimizing the closed loop frequency response of (3). It is
important to note that the system delay was included in the optimization procedure.

The idea of designing a filter by means of optimization has been successfully applied to fractional order filters in the past. The approach involves fractional order filters to achieve high accuracy and low error constraints typical of position control schemes. Because of practical considerations, high accuracy and low error constraints are important. This is achieved by setting the restriction that the system delay was included in the optimization procedure.

1. The parameters of the FIRC scheme, $K_{tc}$, $K_{dc}$, and $d$ were computed by placing the closed loop poles of (3) in a low-pass Butterworth pattern with the analytical expression that can be found in the Appendix A. This maximizes $\omega_{bw}$ considering a $\delta_{max} \approx 0\text{dB}$. These parameters, only the closed loop poles of the first resonant mode of the nanopositioner can be placed arbitrarily, which justifies choosing $M=1$ for the optimization procedure. It was additionally verified that if all the identified modes of vibration of the system, $\omega_{bw}$, were considered in the optimization process, the obtained results present a difference less than 0.1% when compared with the results obtained considering $M=1$, but the computational burden of the optimization process is increased.

2. Then, for the case $\alpha=1$, the $\pm 1\text{dB}$ criterion is enforced, and the values of $K_{tc}$, $K_{dc}$, and $d$ obtained in the previous step are utilized as initial values in the maximization of $\omega_{bw}$ with the restriction of $\delta_{max}=1\text{dB}$ and ensuring system stability. The maximum allowed amplitude of the band pass ripple, $\delta_{max}$, which is defined as the maximum value reached by the magnitude response of the closed loop system for frequencies below $\omega_{bw}$.

3. Successive decrements of $\Delta \alpha = 0.01$ are applied to $\alpha$, and the values of $K_{tc}$, $K_{dc}$, and $d$ obtained in the previous step are utilized as initial values in the maximization of $\omega_{bw}$ by using the gradient method under the restriction $\delta_{max}=1\text{dB}$.

4. The previous steps are repeated until $\alpha=0.4$ was reached.

This optimization algorithm was employed due to its simplicity and effectiveness in achieving the optimal solution for each desired value of $\alpha$. Limitations of the proposed optimization method are:

- Because of the small number of controller design parameters, only the closed loop poles of the first resonant mode of the nanopositioner can be placed arbitrarily, which justifies choosing $M=1$ for the optimization procedure. It was additionally verified that if all the identified modes of vibration of the system, $\omega_{bw}$, were considered in the optimization process, the obtained results present a difference less than 0.1% when compared with the results obtained considering $M=1$, but the computational burden of the optimization process is increased.

- The fractional order term in the system deems determining the position of all the closed loop poles computationally expensive. It is therefore advisable to utilize the phase response of the system in order to distinguish between stable and unstable closed loop systems.

Additionally, it is important to note that the fractional order integrator could be utilized in both the external and the internal loop. However, using an additional fractional exponent would add an extra degree of freedom to the design of the controller that would exponentially increase the computational burden of the optimization process. But as the outer loop governs the total bandwidth of the system, $\omega_{bw}$, employing the fractional order integrator in the outer loop to gain the extra degree of freedom that facilitates the management of achievable bandwidth proves to be a logical choice.

3.2. Step 2: Optimize value of $\alpha$

The previous step produces a number of different controllers corresponding to each value of $\alpha$ but it fails to provide an optimal value. This problem is non-trivial and a number of factors must be considered before choosing the optimal $\alpha$ value. It was found in
simulations that decreasing the value of $\alpha$ produces an increment in the closed loop bandwidth (desirable for tracking high-frequency triangular trajectories). However, this comes at the cost of high settling time in its step response. Therefore, the value of $\alpha$ should be chosen by the design engineer based on the trajectory being tracked. Thus, the axis commanded to follow a triangular trajectory should utilize a small value of $\alpha$, and the axis commanded to follow a staircase reference should utilize an integer order controller.

However, in this paper we propose an optimization criterion based on the Integral of the Square Error (ISE) to take into account the reduction of performance in the time domain produced by small values of $\alpha$ in order to choose a definite value of $\alpha$. This criterion has been previously applied to the design of fractional order controllers. [25]. The ISE can be defined as:

$$ISE = \int_0^T (r(t) - y(t))^2 \, dt$$

where $r(t)$ is the reference, $y(t)$ is the system output and $T$ is the duration of the experiment ($T$ is set to 50ms so that the response to the step input has enough time to reach the ±3% error band for all values of $\alpha$ considered). The relationship between ISE and the different values of $\alpha$ obtained by simulation can be seen in Fig. 3. Additionally the relationship between the achievable bandwidth and the different values of $\alpha$ obtained by simulation is presented in Fig. 4

ISE and the bandwidth functions are decreasing with $\alpha$. Then, instead of using the ISE index, its inverse - which is an increasing function with $\alpha$ - is used. Moreover, both functions, the bandwidth and the ISE inverse, are normalized in order to have the same range of variation between [0, 1]. The two normalized functions that constitute the terms of the cost function are given below:

$$BW_{Norm} = \frac{\omega_{bw}(\alpha) - \omega_{bw}(1)}{\omega_{bw}(0.4) - \omega_{bw}(1)}$$

$$\left(\frac{1}{ISE}\right)_{Norm} = \frac{\frac{1}{ISE(\alpha)} - \frac{1}{ISE(0.4)}}{\frac{1}{ISE(1)} - \frac{1}{ISE(0.4)}}$$

To optimize the performance of the designed control scheme, $\alpha$ is chosen so that the following cost function is maximized:

$$J = \mu BW_{Norm} + (1 - \mu) \left(\frac{1}{ISE}\right)_{Norm}$$

where $\mu \in [0, 1]$ is the weighting factor that defines the relative importance of the bandwidth and the time-domain response in the system’s closed loop performance. For example, for a chosen value $\mu = 0.5$, after computing the two successive optimization stages, the cost function $J$ presents the behaviour plotted in Fig. 5, and a global maximum of $\alpha=0.8$.

It is important to note that the results presented in Figs. 3 and 4 show that for values of $\alpha < 0.5$, the ISE increases much faster than the bandwidth of the system and therefore, it was considered that values of $\alpha < 0.4$ were conservatively considered to be outside the range of interest.
4. Experimental setup

In this section, the hardware utilized to test the performance of the proposed control scheme is described. This section also provides details on the identification procedure employed to characterize the experimental platform.

The experimental setup employed in this paper is shown in Fig. 6. The nanopositioner (designed at the EasyLab, University of Nevada, Reno, USA) is composed of a flexure XY serial mechanism driven by two Lead Zirconate Titanate (PZT) piezoelectric stack actuators. The voltage applied to the PZT actuators is provided by two piezoelectric amplifiers which increase the voltage of the control signal by a gain factor of 20 and a bias of 100 V. The nanopositioner delivers translational motion along each axis which is measured by a Microsense 4810 capacitive displacement sensor and a 2805 measurement probe with a sensitivity of 5 µm/V. A PCI-6621 data acquisition card from National Instruments installed on a PC running the Real-Time Module from LabVIEW is used to interface between the experimental platform and the control design. The PC utilized is an OPTIPLEX 780 with an Intel(R) Core(TM) 2 Duo Processor running at 3.167 GHz and equipped with 2GB of DDR3 RAM memory.

The cross-coupling between the two axes was measured to be -40 dB; small enough to be neglected, thereby making it feasible to treat each axis as being decoupled from the other. The x-axis of the platform is used to conduct the experiments presented in this work, while the y-axis was set to a bias of 100 V so as to mimic a realistic platform operation.

4.1. System Identification

A useable model of the nanopositioner was identified with sufficient accuracy through the use of small signal frequency response functions (FRFs). FRFs are determined by applying a small-amplitude sinusoidal (0.2 V) chirp signal (from 0.1 to 1800 Hz) as input to the nanopositioner. Both the input and the output signals are then utilized to compute the FRFs by taking the Fourier transform of the recorded data. Fig. 7 shows the magnitude and phase responses of the FRF of $G(s)$ for a sampling time of 50 µs.

The chosen frequency range captures the first four resonance modes of the platform (at 716.2, 1235.5,
1294, and 1578 Hz) and also shows that the phase response appears to include a linear term (see the dotted line in Fig. 7), suggesting a time delay which supports the theoretical model (1).

The procedure utilized to obtain the transfer function of the system consists of two steps: first the resonance modes of the transfer function of the system were obtained by using the subspace based modelling technique described in [26], and then the delay was adjusted by minimizing the root-mean-square error (RMSE) of the phase response. The transfer function identified is

\[
G(s, \tau) = \frac{1.024 \times 10^7 e^{-\tau s}}{s^2 + 99s + 2.025 \times 10^7} + \frac{10000e^{-\tau s}}{62500e^{-\tau s}}
+ \frac{1}{s^2 + 13.01s + 6.61 \times 10^7} + \frac{99}{s^2 + 15.8s + 9.83 \times 10^7}
\]

(8)

where: \( \tau = 115 \mu s \).

The identified model accurately captures the dynamics of the platform axis within the bandwidth of interest (\( \leq 1800 \) Hz). It is important to note that despite it can seem that (8) use numeric values that exceed the maximum achievable precision by real-life deployment systems, this model is only utilized in the offline design of the parameters of the control scheme. The experimental implementation of the controller uses the numerical values of the gains showed in Table 1 (which only present up to 2 decimal places) and thus is easily implementable in practice. Additionally it was checked that by using IEEE 754 double-precision binary floating-point format numbers there were no numerical issues in the internal calculations of the algorithm and any discretization issue that might arise would be produced by the analog to digital conversion in the data acquisition card, but simulations showed that these errors were lower than 0.001%.

5. Simulations

Simulations were performed using two different models derived from the measured frequency response in the previous section. A simple second order model considering only the first resonant mode was utilized throughout the design of the FIRC scheme. Once the optimization procedure was completed and the parameters of the FIRC were designed for the different values of \( \alpha \), these controllers were simulated in closed loop scheme with the system model that included all the four resonant modes within the bandwidth of interest (8). This was done to verify the stability of the designed controllers even in the presence of high-frequency modes that were not considered in the design stage.

![Figure 8: Evolutions of the parameters of the FIRC considering different values of \( \alpha \).](image)

5.1. IRC design with delay compensation

The mathematical model utilized to design the controller can be written as:

\[
H(s) = \frac{1.024 \times 10^7 e^{-115s}}{s^2 + 99s + 2.025 \times 10^7}
\]

(9)

Using the equation presented in the appendix, the resulting IRC controller transfer function is:

\[
C_i(s) = \frac{950.3}{s}, \quad C_d(s) = \frac{8852}{s}, d = -0.9757,
\]

(10)

It is important to note that these parameters are obtained by using the design methodology based on the Butterworth filter pattern presented in the appendix and these parameters are thus different from the ones computed by using the methodology based on the optimization procedure proposed in the following section.

5.2. FIRC design with delay compensation

Once the initial parameters values of the FIRC are obtained (the values of \( K_i, K_{dc} \) and \( d \) of the traditional IRC with delay compensation), the optimization procedure described in Section 3.1 is applied to obtain the values of \( K_i, K_{dc} \) and \( d \) that maximize the available bandwidth \( \omega_{bw} \) of the closed loop system for different values of \( \alpha \). The evolution of the parameters of the FIRC controller obtained during the design procedure (\( \Delta \alpha = 0.01 \) and \( \alpha \in [0.4, 1] \)) can be seen in Fig. 8, and parameters of the different controllers applied to the experimental system can be found in Table 1.

From Fig. 8 it can be seen that there is a change in the behaviour of the evolution of the parameters of the FIRC that is produced when \( \alpha = 0.97 \). This change corresponds to a change in the behaviour of the relationship between...
the bandwidth of the closed loop system and the value of \( \alpha \). However, when these results were checked on the experimental platform, it was seen that changes in the value of \( \alpha \) smaller than 0.1 produced indistinguishable results and that the change in the behaviour was produced closer to \( \alpha = 0.9 \). This justifies using a single-point post-decimal resolution for \( \alpha \) in Table 1.

<table>
<thead>
<tr>
<th>( \alpha )</th>
<th>( K_c )</th>
<th>( K_{dc} )</th>
<th>( \delta )</th>
<th>Bandwidth (Hz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1343.0</td>
<td>8150.6</td>
<td>-1.17</td>
<td>584.9</td>
</tr>
<tr>
<td>0.9</td>
<td>1583.9</td>
<td>1735.9</td>
<td>-1.67</td>
<td>705.3</td>
</tr>
<tr>
<td>0.8</td>
<td>658.5</td>
<td>1806.0</td>
<td>-1.38</td>
<td>712.2</td>
</tr>
<tr>
<td>0.7</td>
<td>261.9</td>
<td>2070.5</td>
<td>-1.11</td>
<td>717.5</td>
</tr>
<tr>
<td>0.6</td>
<td>106.5</td>
<td>2329.0</td>
<td>-0.90</td>
<td>725.8</td>
</tr>
<tr>
<td>0.5</td>
<td>42.4</td>
<td>2780.2</td>
<td>-0.75</td>
<td>733.7</td>
</tr>
<tr>
<td>0.4</td>
<td>16.8</td>
<td>3435.7</td>
<td>-0.64</td>
<td>742.0</td>
</tr>
</tbody>
</table>

Table 1: Parameters of the FIRC considering the first decimal of \( \alpha \).

In order to visualize the relationship between the closed loop bandwidth of the system and \( \alpha \), the regulators derived from parameters of Table 1 were simulated and corresponding results are presented in Fig. 9. It is clear that the closed loop response of the system behaves like a low-pass filter with a very flat pass-band response (with a band pass ripple of \( \delta_{\text{max}} = 1 \mathrm{dB} \)), and that using a fractional value of \( \alpha \) produces a significant increment in the available bandwidth of the closed loop response. However, it is also important to note that as the fractional exponent takes lower values, the magnitude response of the closed loop system at lower frequencies decreases, which causes slower convergence to a steady state value. These two effects, the relationship between the value of the exponent and the bandwidth, and the slowly converging transient response, are expounded in more detail in the following section.

5.3. Robustness analysis

As stated earlier, the main advantage of the fractional order controller is its ability to increase the phase margin robustness of the closed loop system. The tracking scheme \( C_{s}(s) \) of the FIRC can be written as:

\[
C_{CPE}(s) = C_{s}(s) = K_c s^\alpha,
\]

where \( \alpha < 0 \). It is clear that this transfer function corresponds to the well-known constant phase element (CPE), [27]. This transfer function has a frequency response with a constant phase between the entire range of frequencies \( 0 < \omega < \infty \), and allows regulator designs with desired phase margins. In order to show the robustness of the regulators parametrized in Table 1, the

Nyquist plots of the different regulators were analyzed (considering the four vibration modes of the system) to obtain the phase margin \( \Phi_P \), gain margin \( M_g \), and the values of the frequencies at these points (\( \omega_1 \) and \( \omega_2 \)). These values are shown in Table 2.

<table>
<thead>
<tr>
<th>( \alpha )</th>
<th>( \Phi_P(\circ) )</th>
<th>( \omega_1(\mathrm{Hz}) )</th>
<th>( M_g(\mathrm{dB}) )</th>
<th>( \omega_2(\mathrm{Hz}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>65.0</td>
<td>171</td>
<td>5.57</td>
<td>489</td>
</tr>
<tr>
<td>0.9</td>
<td>54.2</td>
<td>203</td>
<td>6.25</td>
<td>532</td>
</tr>
<tr>
<td>0.8</td>
<td>54.6</td>
<td>209</td>
<td>6.27</td>
<td>545</td>
</tr>
<tr>
<td>0.7</td>
<td>54.6</td>
<td>216</td>
<td>6.12</td>
<td>559</td>
</tr>
<tr>
<td>0.6</td>
<td>53.3</td>
<td>221</td>
<td>6.03</td>
<td>574</td>
</tr>
<tr>
<td>0.5</td>
<td>53.3</td>
<td>225</td>
<td>5.91</td>
<td>590</td>
</tr>
<tr>
<td>0.4</td>
<td>53.7</td>
<td>227</td>
<td>5.86</td>
<td>607</td>
</tr>
</tbody>
</table>

Table 2: Representative points of the Nyquist diagram for the different controllers designed depending on \( \alpha \).

From the values given in Table 2, it is clear that phase margin and gain margin remain more or less unchanged for all the designed controllers. This implies that these parameters, usually associated with stability robustness and damping robustness, are barely affected by changes in \( \alpha \). Moreover, these results show that the phase margin is also guaranteed for all resonant modes, thereby avoiding the detrimental effects due to unmodelled spillover dynamics [28]. Compared to the integer order controller, the phase margin decreases while the gain margin increases.

6. Experimental Results

The performance of the proposed control scheme was experimentally validated in the two-axis serial kinematic nanopositioner described in Section 4. These experimental results show the change in the behaviour of
the closed loop system as the value of $\alpha$ is decreased and highlight that the effectiveness of a fractional order controller is determined by the type of reference needed in each application.

The fractional exponent of the proposed controller is implemented in the experimental platform by using the following expression:

$$C_t(s) = \frac{K_{tc}}{s^\alpha} = \frac{K_{tc}}{s^\gamma}$$

(12)

where $\gamma=1-\alpha$. The fractional order differential operator of this expression is discretized by using the Grünwald-Letnikov (GL) definition of the discretized fractional operator [29], and the short memory approximation [30], as follows:

$$y_c(t) = T_s^{\gamma} \sum_{j=0}^{N-1} (-1)^j \binom{\gamma}{j} f(t-jT_s);$$

(13)

where the integral of the error signal $(r-y)$ multiplied by $K_{tc}$, $f(t)$, is the input to the block $s^\gamma$, $y_c(t)$ is its output, $N=200$ is the number of terms involved in the discrete convolution, $T_s$ is the sampling time, and the combinatorial has been generalised in the following respect:

$$\binom{\gamma}{j} = \frac{\gamma(\gamma+1)...(\gamma-j+1)}{j!}.$$  

(14)

### 6.1. Frequency-domain results

The well-known criterion of ±3 dB bandwidth is widely employed in order to quantify the performance of different control schemes as regards nanopositioning systems (because it provides a measurement of the bandwidth of the signals which can be tracked without significant distortion). In this work, the controllers were designed using a ±1 dB restriction, and the criterion of ±3 dB was utilized to determine the experimental bandwidth achieved by each controller. This approach effectively eliminated any issues introduced by uncertainties in the identified model of the nanopositioner. The closed loop frequency responses obtained experimentally are presented in Fig. 10 and the ±3 dB bandwidths achieved via simulations and via experiments are tabulated in Table 3. Experimental and simulated results are in good agreement in all the cases.

The results shown in Fig. 10 demonstrate that the closed loop bandwidth can be increased by decreasing the value of $\alpha$. Furthermore, as stated in Section 5, there is a change in the relationship trend between the bandwidth and the value of $\alpha$. In the experimental system, this point was at $\alpha=0.9$. This evolution can be seen in Fig. 11.

![Figure 10: Open loop and closed loop frequency response for FIRC with different values of $\alpha$. Experimental results](image)

![Figure 11: Relationship between achievable bandwidth and $\alpha$.](image)

### 6.2. Time-domain results

In order to quantify the performance of the FIRC scheme in the time-domain, two commonly used reference signals typically employed in nanopositioning were utilised, namely triangular and step signals.
6.2.1. Step reference

As discussed earlier, \( \alpha = 0.4 \) was the lowest value used in this work. The recorded closed loop responses of the system to a unity step signal for different values of \( \alpha \) are plotted in Fig. 12.

It can be seen from Fig. 12 that the steady state tracking error is zero because of the integral action provided by the FIRC. However, it can also be seen that the lower the value of \( \alpha \), the slower the convergence to steady state. This deterioration of the performance in the time domain with the reduction of \( \alpha \) can be mitigated in two ways:

- By setting a limit to the lower value that can be assigned to \( \alpha \) as in (7), where there is a penalty associated to slow transient responses.
- By adding a pre-filter \( F(s) \) to the control scheme as proposed in [31].

 Simulation results show that a pre-filter of the form:

\[
F(s) = \frac{s^2(\omega^2 - \sigma^2) + K_c \sigma^2}{K_c \sigma^2(1 + \lambda s)} \tag{15}
\]

where \( \lambda \) delivers substantial improvement in the transient response of the closed loop system, see Fig. 13. However, using a pre-filter may decrease the closed loop bandwidth of the transfer function between \( r(t) \) and \( y(t) \).

6.2.2. Triangular references

In order to quantify the triangular trajectory tracking performance of the proposed scheme, triangular waves with frequencies in the interval \([0,200]\) Hz and amplitude of 1 \( \mu \text{m} \) were applied to the closed loop system for the different values of \( \alpha \). The results obtained enable the determination of the relationship between Root Mean Square Error (RMSE) while tracking triangular trajectories of different frequencies and the value of \( \alpha \). These relationships are plotted in Fig. 14 for both the simulated and the experimental results.

From Fig. 14, it can be seen that the experimental and simulated results are in good agreement, and that, in all the cases, there is an almost linear relationship between the RMSE and the frequency of the triangular signal (a foreseeable result, knowing that there is a limited closed loop bandwidth in all the cases). Additionally, it can be seen that while tracking triangular trajectories at higher frequencies, the RMSE decreases with decrease in the value of \( \alpha \) due to increased closed loop bandwidth. However, the result is the opposite for lower frequencies due to higher settling times. This remarkable behaviour has to be accounted for in the design of the FIRC, i.e. if the controller is designed to track slow triangular signals (with a frequency lower than 30
Hz in our experimental system) it is desirable to choose high values of \( \alpha \). However, if we want to track high frequency signals, lower values of \( \alpha \) will produce results with less RMSE.

Finally, in order to assess the effects of the technique proposed in the Appendix A in compensating the effects of the delay in the system, the traditional IRC scheme without delay compensation as in [13], and the traditional IRC scheme with delay compensation were experimentally compared. The bandwidth achieved was 212 Hz for the traditional IRC without delay compensation, and 354 Hz for the traditional IRC scheme with delay compensation. It is important to note that the delay compensation alone increases the closed loop bandwidth by 67%. Additionally, when the FIRC proposed in this paper is implemented, the available bandwidth can be further increased to 247% with respect to the traditional IRC scheme using \( \alpha=0.4 \) is utilized (computed as ((736.4-212)/212)-100).

7. Conclusions

This paper proposes the design of a combined damping and tracking scheme where the classical Integral Resonant Control (IRC) is combined with a fractional order integral controller to deliver tracking. The fractional order integral controller introduces a new design parameter that facilitates increasing the achievable closed loop positioning bandwidth while keeping a flat pass-band response. Both simulations and experiments present good agreement and demonstrate an improvement in achievable bandwidth by 247%.

It is further demonstrated that selection of the fractional order depends on the trajectory to be tracked. It is shown that in case of step commands, the apt order may be obtained via an optimization procedure that establishes a compromise between the closed loop bandwidth and the ISE index. However, in case of triangular trajectories, fractional order controllers produce superior performance because of the higher bandwidth that can be obtained, while for low frequency signals (below 20 Hz), the integer order controller yields the best performance due to low output errors.

In order to devise a controller tuning method with which to place the poles, the characteristic equation is expressed as:

\[
-K_{dc} \alpha^2 s + K_{dc} K_n \alpha^2 = 0
\]

\[
-dK_{dc}(s^3 + 2\zeta \omega + s \omega^2)e^{rt} = -(s^3 + 2\zeta \omega + s \omega^2)e^{rt}
\]  

(A.2)

It can be seen that in this case there are only three parameters to design \( K_{dc} \), \( K_n \) and \( d \), and four poles of the closed loop system \( z_1, z_2, z_3 \) and \( z_4 \). Since we are interested in placing the closed loop poles of the system in a Butterworth filter pattern, the poles will present the following expressions:

\[ z_1 = pe^{j\theta_1}, z_2 = pe^{j\theta_2}, z_3 = pe^{j\theta_3} \text{ and } z_4 = pe^{j\theta_4}, \]

where \( \rho \) is the radius of the circle along the closed loop poles are distributed, and \( \theta_1 \) and \( \theta_2 \) are the angles which determine the location of the poles (\( \theta_1 = 7/8 \cdot \pi \) rad, \( \theta_2 = 5/8 \cdot \pi \) rad for a fourth order Butterworth filter). The conditions that allow to tune the parameters become:

\[
-K_{dc} \alpha^2 z_i + K_{dc} K_n \alpha^2
\]

\[
dK_{dc}(z_i^3 + 2\zeta \omega + z_i \omega^2)e^{rt} = -(z_i^3 + 2\zeta \omega + z_i \omega^2)e^{rt}
\]  

(A.3)

Only conditions \( i=1,2 \) are needed since the others are their complex conjugate counterparts. If we denote:

\[
\Psi_i = -(z_i^3 + 2\zeta \omega + z_i \omega^2)e^{rt},
\]

\[
\Xi_i = -(z_i^3 + 2\zeta \omega + z_i \omega^2)e^{rt}
\]  

(A.4)

yields the following system of equations:

\[
\begin{bmatrix}
-\sigma^2 \cos(\theta_1) & \sigma^2 & \Re(\Psi_1) \\
-\sigma^2 \sin(\theta_1) & 0 & \Im(\Psi_1) \\
-\sigma^2 \cos(\theta_2) & \sigma^2 & \Re(\Psi_2) \\
-\sigma^2 \sin(\theta_2) & 0 & \Im(\Psi_2)
\end{bmatrix}
\begin{bmatrix}
K_{dc} \\
K_{dc} K_n \\
K_{dc} d
\end{bmatrix}
= \begin{bmatrix}
\Re(\Xi_1) \\
\Im(\Xi_1) \\
\Re(\Xi_2) \\
\Im(\Xi_2)
\end{bmatrix}
\]

(A.5)

which has a solution if:

\[
-\sigma^2 \cos(\theta_1) \sigma^2 \Re(\Psi_1) = \Re(\Xi_1) \\
-\sigma^2 \sin(\theta_1) \sigma^2 \Im(\Psi_1) = \Im(\Xi_1) \\
-\sigma^2 \cos(\theta_2) \sigma^2 \Re(\Psi_2) = \Re(\Xi_2) \\
-\sigma^2 \sin(\theta_2) \sigma^2 \Im(\Psi_2) = \Im(\Xi_2)
\]  

(A.6)

and all the columns of (A.6) are independent.

Obtaining the parameters of the IRC in the presence of delay involves therefore the following steps:
1. Solve (A.6) to obtain the value of $\rho$ for a known value of $\tau$.
2. Introduce the value of $\rho$ and $\tau$ in (A.5) to obtain the values of $K_e$, $K_d$, and $d$
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