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ABSTRACT
I provide two verification techniques for concurrent code. The first guarantees that values obtained from shared resources are of the expected type, and that accesses to shared resources will not deadlock. The second enforces access control on sequences of actions using policy automata. I also provide the first definition and proof of safe dynamic software update for behavioural properties of concurrent systems. I include techniques that reduce verification costs of behavioural properties and update safety.

Categories and Subject Descriptors
F.3.2 [Semantics of Programming Languages]: Program Analysis, Operational Semantics; D.2.4 [Software/Program Verification]: Concurrent Programming; D.2.7 [Distribution, Maintenance, and Enhancement]: Software Corrections, Enhancement

1. INTRODUCTION
In a world where multi-core processors are becoming ubiquitous it is necessary to be able to write concurrent software which takes advantage of such hardware. Correctly developing concurrent (multi-threaded) programs using existing languages and tools, however, is notoriously difficult. On one hand there are the traditional problems of type errors and deadlock, which are errors which most programmers want to ensure don’t occur. On the other hand there are specific properties which the program should have, such as communicating according to a protocol or maintaining separation of information which would lead to a conflict of interest. The first question addressed in my thesis concerns how to state and verify that multi-threaded programs conform to desired semantic behavioural properties, with an emphasis on how to re-use parts of proofs between similar systems and on reducing the cost of verifying the properties. In particular I explore deadlock freedom and type-safe usage of values returned from shared resources. An example of the latter property is ensuring that when a thread is expecting to receive a message in a particular format that it does so. I also consider how to guarantee that sequences of actions performed by a concurrent program on shared resources have a certain property, for example ensuring that in all possible executions of a program that all files which are opened are closed again, and that closed files are never read from or written to.

For most applications, software requirements are rarely static and systems are never perfect. Almost all real-life programs will need to be updated at some point after their release; it may be to fix bugs, to add functionality, or to simply make the system more efficient. The naive and simplest method used to update software is to halt the execution of the code, modify this code in some way, and then restart the program. This methodology is certainly both intrusive and disruptive but can also be catastrophic. The restart causes an interruption to service which is in, in its best form, simply an inconvenience. Indeed, restarting a home PC is not usually considered to be especially problematic. In some systems, however, the downtime is simply unacceptable. For example, control software for autonomous devices and safety-critical systems often rely on uninterrupted service. After the launch of the ESA Cassini-Huygens probe to Titan, a software error was discovered that prevented one of the two receivers on Cassini from being used. This prevented the orbital Cassini from receiving data from the Huygens probe, and as a consequence this caused a loss of half of the photos taken by the probe. It was not possible to take down the control software running the orbiter as it would have risked careening out of control; if it had been possible to update the software whilst it was still running it might have been possible to return the orbiter to full functionality. Additionally, without further orchestration of how and when changes are made, the unconstrained updates can cause a multitude of errors. The second question addressed in my thesis concerns what methods should be used to modify programs at run time and how to maintain behavioural properties after updates. Whilst it is possible to write unconstrained updates that modify live code and don’t cause errors, to do so consistently requires great skill on the part of the programmer and often is mere serendipity. Hence in order to free the programmer from such accidental complexity I explore static analyses that guarantee that updates do not invalidate behavioural properties of a program; I explore how to maintain the properties of a program that are developed in the first half of the thesis.
In this paper I discuss the methodology of research using programming language analyses (Section 2). In Section 3 I describe two different behavioural analyses for concurrent programs: Variably Typed Return and Concurrent Policy Automata. In Section 4 I discuss how to perform dynamic software update for multi-threaded programs and maintain the safety properties proved in the Variably Typed Return section. I conclude and reflect in Section 5. I include a discussion of related work throughout.

2. RESEARCH USING PROGRAMMING LANGUAGE ANALYSES

The prevailing methodology of the field of program analysis may seem different to that of other sciences, but under the surface it follows a standard approach. The first aspect is to find some interesting phenomena and to observe them. This requires homing in on specific problems rather than generic ones such as writing correct programs. The second aspect is to create abstractions of the phenomena, which generally consists of modelling them mathematically. Abstractions should remove the incidental complexity from the situation and leave only the interesting phenomena. This is to simplify the final aspect of the methodology, proving natural properties. When investigating phenomena, for example systems which send messages back and forth over channels, there are natural questions we may ask, such as whether the receiver can properly process all the messages it will receive, or whether a program will hang forever waiting to receive a value. We can model these properties and attempt to prove them over the abstractions.

Evaluation in the field of programming analysis generally consists of considering how general an approach is, the efficiency of the analysis, what simplifications and restrictions must be made, how straightforward the abstraction is to use and understand, and what other insights the abstraction illuminates.

Characterising the behaviour of concurrent programs, and the update of software at runtime, are problems which are relevant in many technical settings. In order to follow the above methodology which focuses on removing incidental complexity, instead of focusing on a particular programming language I consider the problems using a concurrent lambda calculus. This language is an abstraction which can represent key features and behaviour of many common languages such as Java and C#. We then may apply our results to any program which can be represented in our setting.

3. BEHAVIOURAL PROPERTIES OF CONCURRENT PROGRAMS

In my thesis I consider behavioural properties of concurrent programs in two different settings. The first consists of a generalisation of message passing systems, where I consider how to prove communications safety and deadlock-freedom (Section 3.1). The second consists of expanding Policy Automata, which use finite state automata to describe incorrect behaviours, to multi-threaded programs (Section 3.2).

3.1 Variably Typed Return

Traditionally, values obtained from shared resources such as channels and shared memory are either treated as untyped, and must be dynamically type checked before they can be used, or are assumed to always be of one specific type. If values of different types are sent and received on shared channels then various errors can occur.

In order to describe correct and erroneous programs I introduce a little notation. Alongside standard programming language commands, a thread contains send and receive actions, where send(c, v) denotes sending a value on channel c, and recv(c) denotes receiving a value from channel c. A program consists of the parallel composition of several threads, using the || operator. The shared state of a system is a map from channels to their message queues. For example, the state [c ← 1, true, 3] denotes that a channel c has three items in its queue, where the head of the queue is 1 and the tail of the queue is 3.

Consider the system and evaluation in Figure 1. Here an error occurs because the type of the value sent and the type of the value received, booleans and integers respectively, do not ‘match up’. In order to rule out such erroneous programs
### 3.2 Concurrent Access Policies

Finite state policy automata can be used to represent access control. They can guarantee that various properties are maintained, such as correct use of mutual exclusion, prevention of spoofing attacks by web servers, enforcing Chinese Wall properties, and prevention of denial of service attacks. The work in [5–7] presents a methodology for efficiently model checking the policies against the actions of a program. Of particular note is their approach of transforming resource usages into Basic Process Algebra (BPA) and using a weakened form of model checking to make their approach complete as well as sound. In [6], Bartoletti et al. posit that their approach could be simply extended to multi-threaded programs by transforming into Basic Parallel Processes [11] rather than BPA [6]. Recent work in equivalence decidability [20], however, shows that trace equivalence, on which their approach is based, is undecidable for BPPs.

The contributions of my thesis are as follows:

I extend work by Bartoletti et al. on local access policies to multi-threaded programs by representing multi-threaded effects using trace equivalent single-threaded effects. I refer to this approach as Concurrent Policy Automata. I show how to apply this approach to concurrent programs. Specifically I show how to represent a specific class of concurrent programs as trace-equivalent sequential programs, and prove that this representation is well defined. This permits us to use existing model checking work. In order to make the transformation from concurrent to sequential programs feasible it was necessary to restrict concurrent programs to only permit recursion at a per-thread level. Whilst this restriction ensures simply that concurrent programs have a finite state space, it may be possible to use some less stringent restrictions which achieve the same goal. The result that we can use existing model checking techniques, however, make the approach simple to use and implement.

I also identify a promising techniques which may reduce the model checking cost. I exploit the insight that we need only model check for safety with respect to some policy up until the point an execution becomes blocked and investigate whether the space which needs to be model checked can be reduced. This method is a variant of a symbolic model checking technique, where the reachability analysis prunes sections of the search space which cannot occur in practice due to blocked actions (such as one thread acquiring a mutex lock before it is released by another) [21]. I show how it is sufficient to consider only the parts of the shared state which can influence the blocking actions, such as the mutexes, rather than the entire state, such as the mutexes and the shared variables. In future I hope to collaborate with others to incorporate these technique into a model checker and to determine experimentally the savings which can be obtained.

### 4. DYNAMIC SOFTWARE UPDATE

The goal of dynamic software update (DSU) is to permit modification of software without shutting down the system, and to guarantee that some properties of the system which held before the update continue to hold after the update. This removes for the programmer the complexity of having to worry about the safety of her patch, as such an analysis will guarantee it.
Designing multi-threaded programs is non-trivial: standard problems include synchronisation issues, deadlock and race conditions. These properties cannot be fully characterised using simple typing. The existing work on DSU of multi-threaded programs with behavioural properties focuses on regression testing [16]. This ensures that any update does not change the result of the regression tests, and reducing the number of tests required to get total coverage. Whilst this approach is powerful in development processes which do not require hard guarantees, it cannot provide a proof of absence of errors.

I explore how to perform DSU on systems which have formal behavioural properties, by focusing on how to coordinate the timing and scope of updates to guarantee type safety in systems with Variably Typed Return. In addition I develop techniques which reduce the cost of checking safety and maximise the window of time in the code’s execution when updates can be applied.

In order to describe correct and erroneous updates to programs I introduce some additional notation. I use $\mu X.e$ to denote recursion, where we substitute $\mu X.e$ for $X$ in $e$. I use $f(c)$ to annotate a region of code $c$ with a name $f$. In the following examples I update named regions, replacing the entire body of the region with a new body of code (as in [9]).

Consider the system and evaluation in Figure 5. The reduction annotated $u$ denotes where the update takes place. In this example the update replaced the code of $g$, but not the code of $q$, in such a way that the two threads no longer ‘matched up’. This leads to an error similar to Figure 5.

There are, however, less trivial errors which can occur due to the timing of an update (Figure 6). Here, the code in the updated regions ‘matches up’, as one repeatedly sends an integer and one repeatedly receives an integer, but the update still leads to an error as the values in the message queue at the time of the update have not yet been consumed [2].

Instead of permitting updates to occur at any point in execution, which can lead to errors seen in Figure 6, we can instead restrict these points and prove the safety of updates.
in these situations. This ensures, assuming the programmer is changing from one message passing program which is verifiable using standard Session Typing techniques to another, that the update will be safe, and hence the programmer need not worry about how the update may interact with the existing protocol.

Consider the same starting program as in Figure 6, but with the restriction that updates can only occur when the shared state is empty, and the code is at the same point as that at which it started. We explore a reduction of such a system in Figure 7. The update converts one starting configuration into another, and we can easily show that such a configuration is safe and deadlock free using existing techniques. This approach has some disadvantages, however; there is no guarantee that the system will ever reach the initial configuration, and hence an update can be delayed indefinitely.

Consider instead the same starting program but with different restrictions. The update to the sender thread can occur whenever it reaches the initial configuration in terms of code, but it can ignore the message queue. The receiver can only update when the message queue for c is empty. We consider a reduction of such a system in Figure 8. When the update occurs, it changes the program so that it communicates on a new channel d. Hence the receiver will use up all the values in c’s message queue, and will then migrate to the new system. With these restrictions the updates occur separately and will never be delayed indefinitely. The general form of this restriction is requiring the thread to be at the starting point in terms of code, and that all channels on which a thread receives are empty. As the producer never receives it can therefore update as soon as it reaches the top of its main loop.

The contributions of my thesis are as follows:

I develop a formal model for systems with Variably Typed Return which can be updated at runtime. I extend the natural safety properties of Variably Typed Return, generalised from Session Typing analyses, to systems with dynamic software update, and prove them. The general case is again computationally expensive, but the cost can also be reduced using techniques described in work on Variably Typed Return.

I identify how to define and perform updates for message passing systems which make use of a concurrent communications protocol abstraction known as Global Session Types. In an arbitrary program which uses message passing, when applying an update it is necessary to examine significant portions of the runtime state, as well as the program counters of the threads; in order to guarantee that updates can be safely applied. This inspection is necessary to rule out errors such as those displayed in Figure 6. I identify several restrictions on when updates can occur, prove safety and deadlock freedom in such cases. In both these cases the cost of the check is linear in the size of the modified program.

5. CONCLUSION

I define two analyses for behavioural properties of concurrent programs. The first focuses on guaranteeing that, when accessing shared resources, programs will always receive values of the type which they expect and will never deadlock due to accesses to shared resources. The second focuses on ensuring that sequences of actions occur according to a finite state machine specification. I provide the first definition and proof of safe dynamic software update for concurrent programs and show how to maintain type safe access of shared resources (the former safety property). I show how to verify these properties in general, and how to reduce the cost of verification in specific cases such as message passing systems. I provide a compelling example in the form of message passing systems with Global Session Types [8].
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