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¶ Full Bayesian multi-model approach to quantify uncertainty of MODFLOW model  2 

¶ Simultaneously quantifies model structure, input and parameter uncertainty 3 

¶ DREAM with a novel likelihood function is combined with BMA 4 

¶ Neglecting conceptual model uncertainty results in unreliable prediction 5 

¶ Results in more reliable model predictions and accurate uncertainty bounds 6 

 7 

Abstract 8 

A flexible Integrated Bayesian Multi-model Uncertainty Estimation Framework (IBMUEF) is 9 

presented to simultaneously quantify conceptual model structure, input and parameter 10 

uncertainty of a groundwater flow model. In this fully Bayesian framework, the DiffeRential 11 

Evolution Adaptive Metropolis (DREAM) algorithm with a novel likelihood function is 12 

combined with Bayesian Model Averaging (BMA). Four alternative conceptual models, 13 

representing different geological representations of an overexploited aquifer, have been 14 

developed. The uncertainty of the input of the model is represented by multipliers. A novel  15 

likelihood function based on a new heteroscedastic error model is included to extend the 16 

applicability of the framework. The results of the study confirm that neglecting conceptual 17 
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model structure uncertainty results in unreliable prediction. Consideration of both model 18 

structure and input uncertainty are important to obtain confident parameter sets and better 19 

model predictions. This study shows that the IBMUEF provides more reliable model 20 

predictions and accurate uncertainty bounds. 21 

Keywords: Conceptual model structure uncertainty, Bayesian approach, Input 22 

uncertainty, Bayesian model averaging, Uncertainty quantification, Groundwater flow 23 

model. 24 

1. Introduction  25 

The reliability of predictions of numerical groundwater flow models is strongly influenced by 26 

different sources of uncertainty. To ensure reliable predictions and decision support in 27 

sustainable water resources management, it is important to assess all different sources of 28 

uncertainty. Conceptual model structure uncertainty can be related to the complexity of a 29 

groundwater model (Elshall and Tsai, 2014), which may vary from a simple to a detailed 30 

representation of the processes and geological information of the groundwater system (Rojas 31 

et al., 2010; Mustafa et al., 2019). The geological structure is often very complex and 32 

heterogeneous and only partially known. Hence, the incomplete and biased representation of 33 

the processes, and the complex structure of a system often result in uncertainty in model 34 

predictions (Refsgaard et al., 2006; Rojas et al., 2008).  35 

It is important to assess the different sources of uncertainty to ensure accurate predictions and 36 

reliable decision support in sustainable water resources management. The conventional 37 

treatment of uncertainty in groundwater modeling primarily focuses on parameter 38 

uncertainty, whereas uncertainties due to the model structure are often neglected (Gaganis & 39 

Smith, 2006; Rojas et al., 2008). However, many researchers have recently acknowledged 40 

that the uncertainty arising from the conceptual model structure has a significant effect on the 41 

model predictions and that parameter uncertainty does not cover the whole range of 42 

uncertainty (Bredehoeft, 2005; Højberg & Refsgaard, 2005; Mustafa et al., 2018, 2019; 43 

Neuman, 2003; Poeter & Anderson, 2005; Refsgaard et al., 2006, 2007; Rojas et al., 2008; 44 

Troldborg et al., 2007). Therefore, neglecting conceptual model structure uncertainty may 45 

result in unreliable predictions and underestimation of the total predictive uncertainty. 46 

Most of recent studies only consider a single conceptual model structure and may fail to 47 

adequately sample the relevant space of plausible conceptual models. Single model 48 
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techniques are unable to account for errors in model output resulting from structural 49 

deficiencies of a specific model as single models cannot capture all hydrogeological 50 

processes of the system (Ajami et al., 2007; Rojas et al., 2008; Mustafa et al., 2019). As a 51 

consequence, a well-calibrated model does not always accurately predict the behavior of the 52 

dynamic system (Van Straten & Keesman, 1991). Choosing a single model out of equally 53 

plausible alternative models may contribute to either type I (reject true model) or type II (fail 54 

to reject false model) model errors (Li & Tsai, 2009; Neuman, 2003). 55 

Bredehoeft (2005) has presented different examples where the collection of new data and 56 

unforeseen elements challenged well-established conceptual models. Hence, researchers in 57 

hydrogeological science have suggested to use different alternative conceptual models for a 58 

single hydrogeological system (Højberg & Refsgaard, 2005; Mustafa et al., 2019; Nettasana 59 

et al., 2012; Refsgaard et al., 2006; Troldborg et al., 2007). Such multi-model approaches can 60 

be used to estimate a broader uncertainty band so that it is more likely to include the 61 

unknown true predicted value (Rojas et al., 2010). However, conceptual model structure 62 

uncertainty arising from the simplified representation of the hydro(geo)logic processes, 63 

geological stratification and boundary conditions, has received less attention (Refsgaard et 64 

al., 2006; Rojas et al., 2010).  65 

A model averaging technique can be used to combine predictions of multiple models. 66 

Hydrologists have been using different model averaging techniques to obtain an average 67 

prediction and a reliable uncertainty band from a number of plausible conceptual models 68 

(Vrugt, 2016a). The predictions of multiple models are combined by using weights, which 69 

can be equal or can be determined through regression-based approaches (Yin and Tsai, 2018). 70 

Poeter & Anderson (2005) have proposed an approach in which weights are connected to 71 

model performance and the predictions of the conceptual models are combined using 72 

Akaikeôs weights (Akaike, 1974). However, in the multi-model predictions, this approach 73 

does not consistently include prior knowledge about parameters and conceptual models. 74 

Refsgaard et al. (2006) have proposed a method to incorporate prior knowledge of multiple 75 

model structures. In this approach, a set of conceptual models are calibrated separately and 76 

the consistency of these models was assessed using pedigree analysis. However, this method 77 

does not provide results in a quantitative way that can be used to analyse uncertainty in terms 78 

of probabilities.   79 
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On the other hand, the Bayesian Model Averaging (BMA) method (Draper, 1994; Hoeting et 80 

al., 1999) derives predictions from a set of alternative conceptual models to construct a 81 

predictive uncertainty distribution using probabilistic techniques. The weights in the BMA 82 

method are assessed based on the relative performance of each model to reproduce system 83 

behavior during the observation period. Recently, BMA has received attention of researchers 84 

in diverse fields because of its more reliable and accurate predictions than other existing 85 

model averaging methods (Li & Tsai, 2009; Rojas et al., 2008, 2010; Singh et al., 2010; 86 

Troldborg et al., 2010; Vrugt, 2016a; Ye et al., 2004, 2010).  87 

An important challenge in implementing Bayesian Model Averaging is evaluating Bayesian 88 

model evidence (BME). There are different techniques to evaluate BME, such as analytical 89 

techniques, mathematical approximations, and numerical evaluation. The analytical solution 90 

is strongly depended on the assumptions. That is why exact and computationally efficient 91 

analytical solutions are rarely available (Schoniger et at., 2014). There are different methods 92 

of mathematical approximation, such as Laplace approximation, Kashyap Information 93 

criterion, Bayesian Information Criterion and Akaike Information Criterion. Those different 94 

mathematical information criterions may provide contradictory results in model ranking and 95 

posterior model weights (Poeter and Anderson, 2005; Singh et al., 2010; Ye et al., 2010; 96 

Schoniger et al. 2014). However, awareness about the contradictory results from different 97 

methods is very limited (Hoge et al., 2019). Although numerical methods are as prone to be 98 

biased than mathematical approximations, Schoniger et al. (2014) have concluded that bias-99 

free numerical evaluation methods are better than mathematical approximations for model 100 

selection. Among the numerical evaluation methods, the multi-chain Markov Chain Monte 101 

Carlo (MCMC) based DiffeRential Evolution Adaptive Metropolis (DREAM) algorithm 102 

became very popular because of its statistical robustness and numerical efficiency (Leta et al., 103 

2015; Vrugt et al., 2008, 2016; Laloy et al., 2013; ). However, applications of this algorithm 104 

for quantifying conceptual structural uncertainty of a real-world groundwater flow model also 105 

considering uncertainties from the model input and parameters are very limited.      106 

Maximum Likelihood Bayesian Model Averaging (MLBMA), which is an approximation of 107 

BMA, has been applied recently in hydrogeology to analyse the predictive distribution of 108 

several conceptual models (Neuman, 2003; Ye et al., 2004). MLBMA depends on the 109 

calibration of alternative conceptual model parameters. However, by using this method 110 

estimated biased parameters will compensate conceptual model structure errors during 111 

calibration to obtain the best model fit (Højberg & Refsgaard, 2005; Refsgaard et al., 2006; 112 
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Troldborg et al., 2007). Refsgaard et al. (2006) have reported that the model becomes biased 113 

when calibrated models are used for simulating variables that were not included in 114 

calibration. 115 

However, the existing Bayesian averaging approach does not quantify the uncertainty arising 116 

from the different components of the individual conceptual model and how they affect the 117 

model prediction (Tsai, 2010; Gupta et al., 2012; Tsai and Elshall, 2013). Tsai and Elshall 118 

(2013) and Chitsazan and Tsai (2015) address this issue by introducing the Hierarchical 119 

BMA (HBMA) method. In this HBMA method, the uncertainty arising from the different 120 

components of the individual conceptual model is considered using a BMA tree.   121 

Alternative approaches to account for conceptual model structure uncertainty along with 122 

uncertainty from other sources are integrated uncertainty assessment approaches, which 123 

combine estimation of individual sources of uncertainty into an integrated modeling 124 

framework. In surface water hydrology, two distinct approaches have been developed and 125 

applied: Bayesian total error analysis (BATEA) (Kavetski et al., 2006a, 2006b; Kuczera et 126 

al., 2006) and the integrated Bayesian uncertainty estimator (IBUNE) (Ajami et al., 2007). 127 

Both methods consider model parameter, input and conceptual structural uncertainties to 128 

quantify model prediction uncertainties. However, model ranking or multi-model 129 

combinations are not considered in the BATEA framework. Hence, diagnostic model 130 

comparison is not possible in this framework. On the other hand, the IBUNE framework 131 

allows to combine multi-model predictions based on model weights obtained from a non-132 

Bayesian optimization algorithm. As a consequence, a robust Bayesian derivation of posterior 133 

probabilities is missing. To quantify input uncertainties, the IBUNE framework uses a 134 

multiplier that is assumed to be independent and normally distributed with fixed mean and 135 

variance. Vrugt and Robinson (2007) have criticized this assumption as it is not a very 136 

appropriate way to quantify model input and conceptual structural uncertainties. Furthermore, 137 

identification of spatial and temporal variation of the input multipliers is not possible in this 138 

framework as it considers only a single multiplier. The latter might result in a biased 139 

estimation of input uncertainties and thereby result in biased predictive uncertainty. As 140 

groundwater model input data, such as recharge and abstraction rates, are usually estimated 141 

using indirect methods or specific models which are not accurate and can present errors both 142 

in space and time, the IBUNE approach is often not suitable for groundwater modeling.   143 
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In the field of groundwater hydrology, however, no systematic integrated framework has 144 

been proposed to date. Rojas et al. (2008) have applied BMA in combination with the 145 

generalized likelihood uncertainty estimation (GLUE) method (Beven, 1993; Beven & 146 

Binley, 1992) to quantify conceptual model structure uncertainty. A three-dimensional 147 

hypothetical setup with three alternative conceptualizations has been considered to 148 

demonstrate the method. However, some researchers have criticized GLUE because it is not a 149 

formal Bayesian method and may result in statistically incoherent and unreliable parameters 150 

and predictive distributions (Mantovan & Todini, 2006; Montanari, 2005; Stedinger et al., 151 

2008). Therefore, the likelihood and threshold used for model selection and weighting in the 152 

approach of Rojas et al. (2008) has a lack of statistical basis and, as a consequence, 153 

conceptual model structure and parameters are not optimized in this method, which could 154 

result in overestimation of predictive uncertainty (Nettasana et al., 2012).  155 

Recently, Xue & Zhang (2014) have applied multimodel ensemble Kalman filter (EnKF) in 156 

combination with the Bayesian model averaging framework to explicitly consider the model 157 

structural uncertainty. They advocated that the EnKF is computationally more efficient 158 

compared to other existing Bayesian methods. However, uncertainty arising from model 159 

input and measurement heteroscedasticity has not been explicitly considered in this 160 

framework. The performance of this multimodel EnKF framework has been tested using 161 

synthetic 2D conceptual groundwater model in idealized conditions without consideration of 162 

observational uncertainty or model bias, whereas the realȤworld models are often three-163 

dimensional and more complex, and observations are not bias free (Hoge et al. 2019). Ridler 164 

et al. (2018) have also criticized this multimodel EnKF framework because of its limitation in 165 

application with bias observation. Hendricks Franssen et al. (2011) reported that the EnKF 166 

significantly outperformed with synthetic experimental data compare the real data. 167 

Mustafa et al. (2018) presented a Bayesian approach to simultaneously quantify parameter 168 

and input uncertainty of a groundwater flow model. The performance of this approach has 169 

been evaluated using a single conceptual real-world groundwater flow model. Groundwater 170 

recharge and groundwater abstraction multipliers with a spatial and temporal character have 171 

been introduced in this study to quantify the uncertainty of the spatially distributed input data 172 

of the groundwater model along with parameter uncertainty. Nevertheless, the conceptual 173 

model structural uncertainty has not been considered in this study. As a result, the latter study 174 

is unable to account for the errors in the model output resulting from the structural 175 

deficiencies. Recently, Mustafa et al. (2019) presented a multi-model approach to quantify 176 
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groundwater-level prediction uncertainty considering alternative conceptual models. In the 177 

second study, the combined effect of conceptual model structure, the climate change and 178 

groundwater abstraction scenarios on future groundwater-level prediction uncertainty has 179 

been evaluated. However, alternative conceptual models of this study have been calibrated 180 

using a local optimization method and considering only model parameter. As a result, this 181 

approach is unable to account for the uncertainty arising from the model input and 182 

parameters. Estimated biased parameters will compensate conceptual model structural errors 183 

during calibration to obtain the best model fit, as it relies on a single optimum parameter set. 184 

Moreover, the approach is missing the statistical robustness because of its deterministic 185 

modelling approach.    186 

Very recently, Hoge et al. (2019) highlight the difference between BMA and Bayesian 187 

combined model averaging (BCMA) following Minka (2002) and Monteith et al. (2011). 188 

According to Hoge et al. (2019), BCMA means the application of equations for BMA 189 

(section 2.3) to forecast combinations of individual conceptual models instead of the 190 

application of equations for BMA to the individual conceptual model alternatives. Hoge et al. 191 

(2019) concluded that the objective of the modelling should be the main driver in selecting 192 

model averaging approaches. They also suggested to use BCMA instead of BMA if the 193 

objective of the modelling is to increase the reliability of the model prediction. The Integrated 194 

Bayesian Uncertainty Estimator (IBUNE) that has been applied in surface water hydrology 195 

by Ajami et al. (2007) has been considered as a practical application of applying BMA in 196 

similar fashion of BCMA (Hoge et al. 2019). However, as mentioned earlier, Ajami et al. 197 

(2007) allows to combine multi-model predictions based on model weights obtained from a 198 

non-Bayesian optimization algorithm. As a consequence, a robust Bayesian derivation of 199 

posterior probabilities is missing.  200 

Hence, more research on a systematic integrated fully Bayesian framework is needed to 201 

quantify the uncertainty arising from the conceptual model structure, inputs and parameters 202 

of groundwater flow models with consideration of the heteroscedasticity of the groundwater 203 

level error. Additionally, the application of such an integrated multimodel framework on  204 

real-world cases is necessary to better understand the impacts of different sources of 205 

uncertainty on real-world model calibration and prediction problems. 206 

The general objective of this study is therefore the development and application of an 207 

Integrated Bayesian Multi-model Uncertainty Estimation Framework (IBMUEF) to quantify 208 
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input, parameter, measurement and conceptual model structure uncertainty of a fully 209 

distributed physically-based groundwater flow model to provide reliable predictions of 210 

groundwater system. In the proposed integrated fully Bayesian multi-model framework, the 211 

DiffeRential Evolution Adaptive Metropolis (DREAM) algorithm with a specific likelihood 212 

function is combined with the Bayesian Model Averaging (BMA) framework. In this new 213 

DREAM-BMA methodology, a likelihood function has been included based on the novel 214 

heteroscedastic error model for groundwater levels proposed by Mustafa et al. (2018). Like 215 

IBUNE of Ajami et al. (2007), the current study uses equations for BMA in a similar fashion 216 

as BCMA. However, unlike Ajami et al. (2007), our study allows to combine multi-model 217 

predictions based on model weights obtained from a Bayesian optimization algorithm. This is 218 

the first attempt to apply a fully Bayesian multi-model framework in real-world groundwater 219 

modeling to quantify conceptual model structure uncertainty along with uncertainties 220 

originating from model input, parameters and measurement error. In this methodology, the 221 

fully Bayesian approach proposed by Mustafa et al. (2018) has been combined with the 222 

Bayesian Combined Model Averaging (BCMA) to simultaneously quantify the uncertainty 223 

arising from the conceptual model structural, input and parameter of a fully distributed 224 

groundwater flow model. Additionally, the proposed approach is applicable for all types of 225 

residual errors i. e. both for homoscedastic and heteroscedastic errors. The IBMUEF is a 226 

flexible framework as (i) there is no limitation for the number or complexity of alternative 227 

conceptual models, (ii) users can choose the number and dimensions (spatial and temporal) of 228 

input multipliers, (iii) both quantitative and qualitative information of the system can be used 229 

in the alternative conceptual models, and (iv) it is applicable for both homoscedastic and 230 

heteroscedastic residuals errors. Moreover, the proposed approach is able to avoid 231 

compensation for conceptual model structural uncertainty arising from biased parameter 232 

estimates obtained from a model fit, as it does not rely on a single optimum parameter set. 233 

Finally, the framework (IBMUEF) is applied in an over-exploited aquifer in the north-234 

western Bangladesh, as it is necessary to understand the impacts of conceptual model 235 

structural uncertainties on model prediction in realistic conditions. The specific objectives of 236 

this paper are: (i) to quantify model uncertainty originating from errors in model 237 

conceptualization, (ii) to quantify individual uncertainty contributions arising from model 238 

input, parameter, and measurement and conceptual model uncertainties, (iii) to understand 239 

conceptual model structure uncertainty impacts on calibration and model prediction, (iv) to 240 
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evaluate the applicability of our approach for groundwater models in realistic conditions 241 

using alternative conceptual  groundwater flow models. 242 

2. Methodology 243 

2.1 Study area 244 

The study area covers the six north-western districts of Bangladesh (Figure 1a). The aquifer 245 

consists mainly of medium sand, coarse sand and coarse sand with gravel, with minor 246 

fractions of clay, loamy clay, and fine sand (Figure 1c). The thickness of each stratigraphic 247 

unit moreover varies spatially. The average thickness of the top layer is 18 m and it consists 248 

of clay, clayey loam and fine sand. A 20 m thick medium sand layer is present below the top 249 

layer. The bottom part of the aquifer consists of a 35 m thick layer of coarse sand and coarse 250 

sand with gravel. Average rainfall is between 1400 mm and 1550 mm per year. However, 251 

rainfall distribution is not uniform over the year. There is almost no rainfall during the dry 252 

season (November to April), which is the major cropping season in this study area (Mustafa 253 

et al., 2017b). The area is mainly covered by irrigated agriculture of which more than 80 % is 254 

rice. Irrigated agriculture uses around 97 % of total groundwater abstraction (Shahid, 2009; 255 

Mustafa et al. 2017a). Groundwater level in this study area is continuously decreasing due to 256 

overexploitation of groundwater for irrigation (Mustafa et al., 2017a).  257 

 258 
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 259 

Figure 1: Description of the study area: (a) Location of the study area in the north-western 260 

part of Bangladesh; (b) study area with precipitation measurement stations (triangles) and 261 

groundwater observation wells (circles); (c) stratigraphy of the study area; (d) cross-sectional 262 

(A-Aô) view of different hydrogeological models: (i) one-layered model (L1), (ii ) two-layered 263 

model (L2), (iii ) three-layered model (L3). Taken from Mustafa et al. (2019). 264 

 265 
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2.2 Bayesian approach to quantify input and parameter uncertainty 266 

Mustafa et al. (2018) presented a Bayesian approach to simultaneously quantify parameter 267 

and input uncertainty of a fully distributed groundwater flow model. For the details of the 268 

approach we refer the reader to Mustafa et al. (2018). A short summary of the approach is 269 

presented here. A hydrogeological model can be defined as follows: 270 

ὕ ὓ ὍӶȟ—ȟ– (1) 

Where ὍӶ and O represent the input and output matrix of model M; ɗ and ɖ are the parameters 271 

and boundary conditions of the corresponding model. To quantify input uncertainty along 272 

with parameter uncertainty, following Kavetski et al. (2002, 2006a, 2006b) a modified 273 

concept of multipliers for a fully distributed groundwater model has been introduced by 274 

Mustafa et al. (2018). The uncertainty of the input data (groundwater abstraction and 275 

recharge) is quantified using the following input error model: 276 

Ὅ ὍӶz ά  (2) 

Where ὍӶ ӶȟȟӶȟȟӶȟȟȣȟȣȟȢȢӶȟ  represents the initial input for the ith month and j th 277 

location, ά  is the respective input multiplier and Ὅrepresents the corresponding corrected 278 

input. ά    represents the groundwater recharge multipliers while ά   represents groundwater 279 

abstraction multipliers (Table 1). The multipliers are considered as an additional individual 280 

latent parameter and are estimated along with the model parameters.  281 

Traditionally, residual errors in groundwater modelling are considered to be homoscedastic. 282 

However, Mustafa et al. (2018) have shown that the standard deviation of the groundwater 283 

level residual is not always constant but may increase with the deviation of groundwater level 284 

from the normal. In this study, the long-term average is considered as the normal 285 

groundwater level. A novel heteroscedastic error model for groundwater level has been 286 

proposed in this fully Bayesian approach to consider the heteroscedasticity of the 287 

groundwater level residual. The proposed heteroscedastic error model is defined as follows: 288 

„ ὃ ȿzὛὌ ὕὌȿ ὄ (3) 

  289 

Where ů is standard deviation, A is a parameter representing the groundwater level 290 

uncertainty slope, B is a parameter representing the groundwater level uncertainty intercept, 291 

ὛὌ represents the simulated groundwater level for each time step and ὕὌ represents the 292 

observed long-term (30 years for this study) average groundwater level. 293 
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The log-likelihood function proposed by Vrugt et al. (2009a, 2013) has been adopted and 294 

modified by Mustafa et al. (2018) for spatially distributed groundwater models. The proposed 295 

novel heteroscedastic error model for groundwater level has been incorporated in this 296 

modified log-likelihood function. The new log-likelihood function is as follows: 297 

Љ—ȿὍӶȟὕȟ–
Ὕ

ς
ὰὲς“ ὰὲ„

ρ

ς

ὕ ὕ

„
 (4) 

Where ὕ έӶȟέӶȟέӶȟȣȟȣȟȣȟέӶ  represents the output series of observed groundwater 298 

levels in observation wells, ὕ έȟέȟέȟȣȟȢȢȟȣȟέ  represents the output series of 299 

simulated groundwater levels for the same observation well, ὸ ρȟςȟσȟȣȟȣȟȣȟὝ 300 

represents time step, T represents the total number of time steps, ὰ ρȟςȟσȟȣȟȣȟȣȟὒ 301 

represents the location of the observation wells and L represents the total number of 302 

observation wells. 303 

This log-likelihood function has been used in this study because of (i) its numerical stability, 304 

(ii) algebraic simplicity and (iii) its applicability for both homoscedastic and heteroscedastic 305 

residual errors. To sample the posterior distribution based on the likelihood function 306 

(Equation 4), the DREAM-ZS sampler has been used. The Differential Evolution Adaptive 307 

Metropolis algorithm (DREAM) is a multi-chain Markov Chain Monte Carlo (MCMC) 308 

simulation algorithm introduced by Vrugt et al. (2008; 2009a; 2009b). The DREAM-ZS 309 

algorithm (Vrugt, 2016) has been used in this study to explicitly quantify the uncertainty 310 

arising from model input and parameters of a groundwater flow model. More details about 311 

the DREAM algorithm are explained in Vrugt et al. (2008; 2009a; 2009b) and Vrugt (2016). 312 

In this study, we extend this approach to include conceptual model structure uncertainties and 313 

we improve the methodology by combining it with Bayesian Model Averaging (BMA). 314 

2.3 Bayesian Model Averaging (BMA) 315 

Bayesian Model Averaging is a probabilistic scheme for combining predictions from multiple 316 

conceptual models to provide a more realistic and reliable description of total prediction 317 

uncertainty. It is a technique that can be used to account for model structural uncertainty 318 

(Madigan et al., 1996). It is a statistical procedure that derives average predictions by 319 

weighing predictions from different models in such a way that the weighted prediction is a 320 

better representation of the observed system variables compared to any individual model of 321 

the ensemble. The BMA prediction gives higher weights to better performing models, as the 322 
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agreement between the model predictions and the observations is assumed to be a measure of 323 

the model likelihood. The variance of BMA is a measure of the uncertainty of BMA 324 

prediction. The variance of BMA predictions is representing both the within-model variance 325 

and the between-model variance. 326 

Bayesian Model Averaging (BMA) has been used to deduce more reliable predictions of 327 

groundwater levels than the predictions produced by the different individual groundwater 328 

models. Draper (1994) and Hoeting et al. (1999) present an extensive overview of BMA. 329 

Here, only a short summary of BMA is given.  330 

Consider M= [M1, M2, M3, é , MK] the set of alternative conceptual models, ╨331 

ώȟώȟȣȢȟώ  is a 1 × n observation vector of a quantity of interest, Fjk is the point forecast 332 

of each alternative conceptual model for Ὦ ρȟςȟȣȢȟὲ observations and Ὧ ρȟςȟȣȟὑ  333 

models. Now by combining the different conceptual models forecasts in a matrix F having 334 

dimensions of n × K, the weighted average forecast of the quantity of interest is  335 

ώ Ὂ Ὡ (5) 

Where  ȟȟȣȢȟ  represents the weight vector of each conceptual model and Ὡ is 336 

noise.  337 

As we know, model predictions are associated with uncertainty. The uncertainty can be 338 

described using a probability density function (forecast distribution) p(.). When applying 339 

BMA, assuming uniform prior distribution the posterior predictive distribution of the quantity 340 

of interest is given by  341 

ὴώὊ  ὴώὊȟὓ  ὴὓ Ὂ  

 

(6) 

Where, ὴȢȿȢ = conditional probability density function (PDF), ὴώὊȟὓ  = posterior 342 

predictive distribution of ώ  on Ὂ  under the considered model Mk and ὴὓ Ὂ  = 343 

posterior probability of the respective model Mk. This is also known as the likelihood 344 

(weight) of the corrected model Mk. 345 

The BMA predictive mean and variance of y are conditional to the discrete ensemble of the 346 

proposed alternative conceptual models, M (Draper, 1994).  347 
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ὉώὊ Ὁ╜ ὉώὊȟ╜ ὉώὊȟὓ  ὴὓ Ὂ  

 

(7) 

 348 

ὠὥὶώὊ Ὁ╜ ὠὥὶώὊȟ╜ ὠὥὶ╜ ὉώὊȟ╜  

= В ὠὥὶώὊȟὓ  ὴὓ Ὂ  + В ὉώὊȟὓ ὉώὊ  ὴὓ Ὂ            (8) 

 349 

Where ὉώὊȟὓ  and ὠὥὶώὊȟὓ  represent , respectively, the expected value and 350 

variance of ώ  on Ὂ  under the considered conceptual model, Mk. Considering 351 

ὉώὊȟὓ ώ , ὠὥὶώὊȟὓ „   and ὴὓ Ὂ ,the BMA predictive mean 352 

and variance of the quantity of interest  can be developed as follows 353 

ὉώὊ ώ (9) 

 354 

ὠὥὶώὊ „   ώ ώ  (10) 

The first term of the variance is representing the within-model variance, while the second 355 

term represents the between-model variance. 356 

The BMA method considers the uncertainty of each modelôs forecast and uses it to develop a 357 

predictive distribution rather than only a weighted average. So, the BMA method provides an 358 

average forecast along with an associated forecast distribution. The forecast distribution can 359 

be used for constructing confidence intervals. This BMA forecast density enforces one 360 

significant constraint for the weights, i.e., ɓk  0 and В ɼ=1 to avoid the development of 361 

unrealistic forecast distributions (e.g., densities can even become negative without this 362 

restriction). For successful application of the BMA method, proper estimates of the weights, 363 

and standard deviation, of the normal conditional pdfs of the ensemble members are needed. 364 

To estimate the weights and standard deviation, the log-likelihood function is used for 365 

algebraic simplicity and numerical stability,  366 
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 fl ȟ„ ȿ╕ȟ╨ ὰέὫ 
ρ

ς“„
Ὡὼὴ

ρ

ς
„ ώ Ὂ  (11) 

 where  is maximum likelihood Bayesian weight.  367 

Equation (11) can only be solved iteratively. In this study, Markov Chain Monte Carlo 368 

(MCMC) simulations based on the Differential Evolution Adaptive Metropolis (DREAM) 369 

algorithm are used to calculate the log-likelihood function. The value of   was used as a 370 

criterion to select better performing models that have a significant contribution in model 371 

averaging.       372 

2.4 Integrated Bayesian Multi -model Uncertainty Estimation Framework (IBMUEF)  373 

In this framework, the fully Bayesian approach using input uncertainty multipliers based on a 374 

specific heteroscedastic error-model as explained in section 2.2 is combined with the 375 

Bayesian Model Averaging (BMA) framework explained in section 2.3. The IBMUEF 376 

framework is implemented as follows:  377 

1. A number of alternative conceptual hydrogeological models are proposed based on 378 

the existing geological and hydrogeological information about the study area. 379 

2. Along with  parameter uncertainty, the input uncertainty of the spatially distributed 380 

input data are quantified by using groundwater recharge and groundwater abstraction 381 

multipliers (Section 2.2 and Mustafa et al., 2018). 382 

3. A heteroscedastic error model is defined to quantify the heteroscedasticity of the 383 

groundwater level residual (Section 2.2). 384 

4. Hydrologically reasonable prior ranges are defined for the model parameters, input 385 

multipliers and heteroscedastic error model parameters of each model (assuming a 386 

uniform prior distribution).  387 

5. A likelihood function is defined. The likelihood function is explained in section 2.2 388 

and Mustafa et al. (2018).  389 

6. The posterior distributions of model parameters, input multipliers and the 390 

heteroscedastic error model parameters are obtained for each model after convergence 391 

using DREAM. 392 

7. A pre-specified number of outputs (e.g., groundwater levels) are generated for each 393 

model, using the parameter values obtained from steps 2ï6.   394 
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8. The model weights and variances of each ensemble member are calculated using the 395 

DREAM algorithm as explained in section 2.3. 396 

9. The model weights are computed by summing the weights for all selected ensemble 397 

members of each conceptual model. 398 

10. Finally, multi-model predictions are obtained by assessing predictive mean and 399 

variance using equations 7 and 8.  400 

2.5 Alternative conceptual models 401 

Hoge et al. (2019) concluded in their review paper that selection of alternative conceptual 402 

models is the most important aspect of Bayesian Model Averaging. Enemark et al. (2019) 403 

present a  review of the conceptual hydrogeological model development. In our study, four 404 

alternative conceptual groundwater flow models have been selected from 15 possible 405 

alternative conceptual groundwater flow models. These initial 15 conceptual groundwater 406 

flow models were constructed using different geological interpretations and boundary 407 

conditions.  408 

All alternative conceptual models were calibrated using observed groundwater level data for 409 

the same period. The performance of each model was evaluated based on different 410 

performance evaluation coefficients and information criterion statistics. Details about model 411 

development, calibration, evaluation and selection are provided in Mustafa et al. (2019). 412 

Obviously, the best option would be to use all 15 conceptual models. However, it would be 413 

computationally very expensive. Nevertheless, our main objective is not to predict the 414 

groundwater level of this study area. Rather our objectives are (i) to develop an integrated 415 

uncertainty quantification methodology that can quantify different sources of uncertainty of a 416 

groundwater flow model and thereby increase the reliability of the model prediction and (ii) 417 

the demonstration of the applicability of the proposed approach with real-world mode using 418 

simple personal computer. Therefore, the four best performing conceptual models where 419 

selected to reduce the computational effort in the Bayesian methodology. However, spatial 420 

heterogeneity of the aquifer properties is not considered as a part of conceptual model 421 

uncertainty. Peeters and Turnadge (2019) recommended based on their hypothetical setup 422 

that, for an aquifer with high recharge and high conductivity, spatial heterogeneity of the 423 

aquifer properties should be considered in developing a groundwater flow model. Hence, 424 

further studies could be conducted considering other alternative conceptualizations including 425 

spatial heterogeneity of the aquifer properties. 426 
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Later, the IBMUEF methodology has been implemented using the better performing four 427 

alternative conceptual models. The four selected alternative groundwater models are: (i) a 428 

one-layer model with boundary condition-5 (L1B5), (ii) a two-layer model with boundary 429 

condition-5 (L2B5), (iii) a two-layer models with boundary condition-4 (L2B4) and (iv) a 430 

three-layer models with boundary condition-5 (L3B5). Details about the selected conceptual 431 

models and model setup are explained in section 2.5.1 and 2.5.2.  432 

2.5.1 Alternative conceptual models development 433 

A cross sectional (A-A') view of the simplified hydrogeological models is shown in Figure 434 

1d. First, three simplified alternative conceptual groundwater models were defined based on 435 

the geological stratification. The three models are a one-layered (L1), a two-layered (L2) and 436 

a three-layered (L3) model setup as shown in figure 1d. The bottom elevation of the aquifer 437 

in model was taken 50 m below sea level. In the one-layered model (L1), the whole model 438 

domain was considered as one hydro-stratigraphic unit and it was assumed that hydraulic 439 

properties are homogeneous and isotropic. The two-layered model (L2) consists of two layers 440 

where the average thickness of the top layer was 10 m (clay and loamy clay soil) and rest of 441 

the thickness was considered as the bottom layer. The model domain was divided into three 442 

different hydro-stratigraphic units to develop a three-layered model (L3). The top layer of the 443 

three-layered model was the same as for the two-layered model, but just below the top layer, 444 

a fine sand layer with an average thickness of 8 m was added in the three-layered model. The 445 

bottom layer of three-layered model consists of medium sand, coarse sand and coarse sand 446 

with gravel. Four or more layered models were not considered in this study because the 447 

information of the exact positions of the groundwater abstraction wells filter was unknown. 448 

Therefore, a further increase in layer numbers would increase the complexities of placing 449 

groundwater abstraction wells in the model domain.  450 

One of the major factors that influences conceptual model uncertainty is related to the 451 

boundary conditions of the model (Wu & Zeng, 2013). Boundary conditions of groundwater 452 

models are often very uncertain, although the model results largely depend on these boundary 453 

conditions. A previous study in the Bengal basin observed that groundwater flows from north 454 

to south (Michael & Voss, 2009a, 2009b). On the other hand, there is a large wetland at the 455 

southeastern corner of the study area, as well as a large river (known as Ganges/Padma) 456 

within a few kilometers from the south boundary. Since exact boundary conditions were not 457 

known, five different potential sets of boundary conditions were conceptualized based on the 458 
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above information. In this study, two sets of boundary conditions are used after an initial 459 

evaluation (Figure 2). Detailed description of the other boundary conditions and the 460 

evaluation procedure are explained in Mustafa et al. (2019).  In boundary condition 4 (B4), a 461 

constant head boundary was considered on the north side of the model, where most of the 462 

river branches originate, assuming that groundwater flow direction is parallel to the river 463 

flow, and the southeastern part of the model, where a large wetland is located. At the south 464 

part of the model domain, a constant head is assigned because the great Ganges/Padma river 465 

is very near to the south boundary. In boundary condition 5 (B5), at the north and north-466 

western boundary also at the south-eastern corner of the model domain, a constant head 467 

boundary was considered,  based on the information that groundwater is flowing from north 468 

and northwestern to south in the study area (Michael & Voss, 2009a, 2009b). A constant head 469 

is assigned at the south-eastern corner of the model domain to represent the Chalan Beel 470 

wetland. The south and north-eastern boundaries are parallel to groundwater flow direction 471 

(Michael & Voss, 2009a, 2009b) hence no-flow boundaries are assigned at the south and 472 

north-eastern boundaries. 473 

 474 

Figure 2: Alternative boundary conditions used to develop alternative conceptual model (blue 475 

line indicates constant head boundary): B4: constant head at north, south and southeast 476 

boundary; B5: constant head at north, northwestern and southeastern boundary.  477 

2.5.2 Model setup and data 478 

PMWIN: Processing MODFLOW (Chiang & Kinzelbach, 1998) is a grid based, fully -479 

distributed, physically-based, integrated simulation system for modelling groundwater flow 480 

and solute transport processes and was used for groundwater flow simulations. The study area 481 
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having an area of 7112 km2 was discretized into smaller cells, resulting in 117 rows and 118 482 

columns of grid cells, with a dimension of 900 m x 900 m. All the alterative conceptual 483 

models are transient with a monthly time step. A no-flow boundary is considered at the model 484 

domain bottom as vertical groundwater flow is restricted by the relatively impermeable hard 485 

rock below the aquifer in the study area. On the model top surface, a spatially distributed 486 

recharge boundary is considered. Spatially distributed monthly groundwater recharge was 487 

simulated using the WetSpass-M model with the same grid cell size as the MODFLOW 488 

model (Abdollahi et al., 2017; Batelaan & De Smedt, 2007). The study area was divided into 489 

34 abstraction zone considering each upazila as one zone (upazila is the second lowest tier of 490 

regional administration in Bangladesh). Groundwater abstraction in each zone was calculated 491 

using an empirical relation based on the irrigated area and crop irrigation requirements. 492 

Details about the estimation of the groundwater abstraction and simulation of groundwater 493 

recharge can be found in Mustafa et al. (2017a). 494 

The initial groundwater heads correspond to a long-term average groundwater table obtained 495 

by running the models in steady state conditions. 496 

Weekly groundwater level and daily rainfall data were collected from the Water Resources 497 

Planning Organization (WARPO), Bangladesh. The groundwater level and rainfall were 498 

collected respectively for 140 and 30 sites. Available river discharge data of the BWDB for 499 

the existing small rivers within the study area were also collected from WARPO. Daily 500 

maximum and minimum temperature, wind speed and other climatic data were collected from 501 

the Bangladesh Meteorological Department (BMD). Reference evapotranspiration (ET0) was 502 

calculated using the FAO Penman-Monteith equation (Allen et al., 1998; Mustafa et al., 503 

2017a,b). In this study, reference evapotranspiration (ET0) is also considered as potential 504 

evapotranspiration.  505 

The monthly observed groundwater level data of 50 observation wells have been used for 506 

model calibration and validation (Figure 1b).  507 

Topography and borehole data were collected from Bangladesh Multipurpose Development 508 

Authority (BMDA). The geological and lithological log data from twenty-three boreholes 509 

within the study area were collected from BMDA.  510 

2.6 Parameterization 511 

Groundwater recharge multipliers and groundwater abstraction multipliers have been 512 

introduced to quantify uncertainty of the estimated spatially distributed groundwater recharge 513 
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and abstraction data.  The input multipliers are considered as additional individual latent 514 

parameters during model calibration and uncertainty analysis and have been estimated along 515 

with model parameters. The hydrologically acceptable ranges of the multipliers have been 516 

defined based on the available knowledge of the possible level of bias in the initial estimation 517 

of groundwater recharge and abstraction (Table 1).  In addition to the input multipliers, the 518 

following influential MODFLOW parameters have been considered: (i) Horizontal hydraulic 519 

conductivity, (ii) Specific yield, (iii) Hydraulic conductance of Riverbed and (iv) Specific 520 

storage. The first three MODFLOW parameters have been considered for the one-layered 521 

model. For the two- and three-layered models, specific storage has also been added. 522 

Considering specific parameters for each layer results in, respectively, seven and ten 523 

MODFLOW parameters to be considered for the two- and three-layered models (Table 1). 524 

The selected parameters and their prior uncertainty ranges are presented in Table 1.  525 

A uniform prior probability distribution within the hydrologically acceptable ranges has been 526 

considered as a prior range for each parameter (Table 1) as we have no information about the 527 

distribution of the prior. Moreover, this is the most widely used prior in case of limited 528 

information availability about the distribution of the parameter value (Enemark et al. 2019).   529 

The range of hydrogeological parameter values was selected based on typical values for 530 

aquifer materials (Domenico & Mifflin, 1965; Domenico & Schwartz, 1998; Johnson, 1967) 531 

and previous research findings in the study area (Michael & Voss, 2009a, 2009b). Although 532 

the number of MODFLOW parameters is different for different conceptual model structures, 533 

the input multipliers and heteroscedastic error model parameters remain the same for all 534 

conceptual models (Table 1). 535 

Table 1: Parameters of the alternative conceptual models, input multipliers and 536 

heteroscedastic error model parameters used in the uncertainty analysis using IBMUEF with 537 

their prior ranges 538 

 Descriptions Unit  Ranges 

Input parameters for all models    

ά   Groundwater recharge multipliers - 0.010 ï 10 

ά  
Groundwater abstraction multipliers for temporal 

changes  
- 0.010 ï 10 

The parameters of the heteroscedastic error model to 

consider heteroscedasticity of the groundwater level error 
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A Groundwater level uncertainty slope - 0.010 ï 1.0 

B Groundwater level uncertainty intercept  m 0.010 ï 3.0 

Model parameters of one-layer models (L1B5)   

HK Horizontal hydraulic conductivity m/s 0.0000001 ï 0.0095 

RIVC Hydraulic conductance of Riverbed m2/s 0.001 ï 1.6 

SY Specific yield  - 0.10 ï 0.35 

Model parameters of two-layer models (L2B5, L2B4)   

HK-1 Horizontal hydraulic conductivity of layer-1  m/s 0.0000001 ï 0.0095 

HK-2 Horizontal hydraulic conductivity of layer-2 m/s 0.0000001 ï 0.0095 

RIVC Hydraulic conductance of Riverbed m2/s 0.001 ï 1.6 

SY-1 Specific yield of layer-1 - 0.10 ï 0.35 

SY-2 Specific yield of layer-2 - 0.10 ï 0.35 

SS-1 Specific storage multipliers of layer-1 - 0.015 ï 15 

SS-2 Specific storage multipliers of layer-2 - 0.015 ï 15 

Model parameters of three-layer models (L3B5)   

HK-1 Horizontal hydraulic conductivity of layer-1  m/s 0.0000001 ï 0.0095 

HK-2 Horizontal hydraulic conductivity of layer-2 m/s 0.0000001 ï 0.0095 

HK-3 Horizontal hydraulic conductivity of layer-3 m/s 0.0000001 ï 0.0095 

RIVC Hydraulic conductance of Riverbed m2/s 0.001 ï 1.6 

SY-1 Specific yield of layer-1 - 0.10 ï 0.35 

SY-2 Specific yield of layer-2 - 0.10 ï 0.35 

SY-3 Specific yield of layer-3 - 0.10 ï 0.35 

SS-1 Specific storage multipliers of layer-1 - 0.015 ï 15 

SS-2 Specific storage multipliers of layer-2 - 0.015 ï 15 

SS-3 Specific storage multipliers of layer-3 - 0.015 ï 15 

 539 

2.7 Computational experiments  540 

Three different scenarios have been used to perform uncertainty analysis along with model 541 

calibration. The model parameters and heteroscedasticity of groundwater level error have 542 

been considered in the first scenario. In this scenario, the input data are considered perfectly 543 

known and accurate. This scenario will serve as a benchmark. In the second scenario, model 544 

parameters, heteroscedasticity of the groundwater level error and temporal groundwater 545 
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abstraction and recharge multipliers are considered. In this scenario, we introduced 12 546 

groundwater recharge multipliers (ά ) to describe uncertainties in groundwater recharge, 547 

assigning a single multiplier corresponding to each time step which is one month in this 548 

study. Similarly, we introduced 6 groundwater abstraction multipliers (ά ) to describe 549 

uncertainties in groundwater abstraction, assigning a single multiplier corresponding to each 550 

time step. Abstraction multipliers have been considered only for the dry season (November to 551 

April) , because this is the major abstraction period for irrigation in the study area. Details on 552 

estimation and uncertainty analysis of groundwater recharge and abstraction can be found in 553 

Mustafa et al. (2018). 554 

Abstraction multipliers associated with the spatial estimation have been excluded in this 555 

study because of computational time although they might have considerable effect on the 556 

model prediction. In this study, four alternative conceptual groundwater models have been 557 

used with different levels of complexity. The computational time increases with increased 558 

complexity of the alternative conceptual groundwater models. For example, for the three-559 

layer model with a total of 64 parameters (including both spatial and temporal abstraction 560 

multipliers), the algorithm has not reached convergence even after 200000 model evaluations. 561 

On a 2.70 GHz processor, 200000 model evaluations take around 21 days with an average of 562 

9 seconds per simulation. Similarly, for the two-layered model with a total of 61 parameters 563 

(including both spatial and temporal abstraction multipliers), the algorithm has not been fully 564 

converged after 200000 model evaluations. This corresponds with around 19 days with an 565 

average of 8 seconds per simulation for the same processor. Of course, the evolution chain 566 

was converging towards the convergence both for the two and three-layered models. On the 567 

other hand, for the one-layered model with 57 parameters (including both spatial and 568 

temporal abstraction multipliers), the algorithm started to converge after 110000 model 569 

evaluations. Because of time limitations, abstraction multipliers associated with the spatial 570 

estimation have been excluded for all the alternative models in this study to have successful 571 

convergence results for all the models. However, we believe that this will not restrict the 572 

applicability of the approach because of the continuous advances in computational power. 573 

Finally, in the third scenario, which we will refer to as IBMUEF in this study, conceptual 574 

model uncertainties are considered along with uncertainties from the model input, parameters 575 

and heteroscedasticity of groundwater level error. The IBMUEF framework is used to 576 

quantify all the mentioned sources of uncertainty in this scenario. 577 
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All the conceptual models have been calibrated and validated respectively for 1990 and 2000, 578 

for 12 monthly periods using 50 observation wells data for each period. It has been observed 579 

that models are able to accurately predict observation data which have not been used during 580 

the calibration. However, to ensure clear visualization, the results of 1990 are presented in the 581 

manuscript. 582 

The d-factor, the % of observations within the 95 % confidence intervals (95% CI) and the 583 

Root Mean Square Error (RMSE) have been used to evaluate the model prediction 584 

uncertainty. The d-factor represents the average width of the 95% CI and is calculated as in 585 

(Yang et al., 2008): 586 

Ä Ὢὥὧὸέὶ 
В ȟ ȟ

 (12) 

Where Ht,u and Ht,l represent respectively, the upper and lower bounds of the 95% confidence 587 

intervals, n = the number of observations and ů0 = the standard deviation of the observed 588 

groundwater level. d-factors closer to 1 indicate better model prediction (Yang et al., 2008). 589 

The higher observation coverage within the 95 % confidence intervals and decreasing d-590 

factor value are indicating the improvement in model predictions and accuracy of the 591 

uncertainty bounds. 592 

3. Results and discussion 593 

In the results and discussion section, the results obtained from the three different scenarios as 594 

explained in the previous section (section 2.7) are presented, interpreted and discussed. 595 

Section 3.1 presents the parameter and prediction uncertainty of different conceptual models 596 

due to uncertainty of model parameters along with the heteroscedastic error model 597 

parameters. Section 3.2 elaborates on the parameter and prediction uncertainty of different 598 

conceptual models due to the uncertain input, model parameters along with the 599 

heteroscedastic error model parameters. Finally, section 3.3 presents the prediction 600 

uncertainty due to uncertainty of the conceptual model structure, input, model parameters and 601 

parameters of the heteroscedastic error model. 602 

3.1 Parameter and prediction uncertainty of different conceptual models for scenario 1 603 

Figure 3 shows the posterior probability distributions of the L1B5 model parameters for 604 

scenario 1. All parameters except riverbed hydraulic conductance (RIVC) of L1B5 model are 605 

well identified within their prior distribution. The posterior distribution of RIVC is still 606 
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almost uniform while the posterior distribution of all other parameters is normally distributed, 607 

indicating that RIVC is a non-influential parameter. However, this could be improved in 608 

future studies by including more streamflow data during model calibration. We have also 609 

examined the correlation between model parameters and error model parameters. The results 610 

show a weak correlation among the MODFLOW parameters and between model parameters 611 

and error model parameters. The posterior distribution of SY is located at the lower 612 

boundaries of the prior range with a mean value of around 0.11. Alternatively, the posterior 613 

distribution of horizontal hydraulic conductivity (HK) is almost normally distributed with a 614 

high mean value of around 2.5 x 10-3 ms-1.  However, different conceptual models with 615 

different parameterization might draw different conclusions. Hence, consideration of 616 

conceptual model structural uncertainties may be important, but this is not considered in this 617 

scenario. Although the posterior probability distributions of the well identified parameters 618 

cover only a small range of their prior distributions, the parameter uncertainty band covers 619 

only 8.5% of the observations (Figure 5a). This can be argued as a problem of 620 

overconfidence in the estimation of the model parameters. Though the total uncertainty band 621 

covers almost all observations (94%), the width of the total uncertainty band is very wide 622 

compared to the width of the parameter uncertainty band. This is indicating that both the 623 

considered conceptual model structure and the input data used for this scenario contain a 624 

considerable amount of uncertainty. 625 

Figure 4 shows the posterior pdfs of the L3B5 model parameters for scenario 1. As expected, 626 

the posterior parameter distributions of the L3B5 model are very different from the posterior 627 

parameter distributions of the L1B5 model. In this scenario, 12 parameters are considered, 628 

including two parameters of the heteroscedastic error model (A and B). Out of these 12 629 

parameters, the posterior distributions of six parameters (HK-1, HK-2, HK-3, SY-1, a, and b) 630 

are approximately normally distributed. The posterior distribution of riverbed hydraulic 631 

conductance (RIVC) is still almost uniform like its prior distribution, again indicating that 632 

RIVC is a non-influential parameter. The posterior distributions of specific storage 1, 2 and 3 633 

(SS-1, SS-2 and SS-3) are not included in the figure as the posterior distributions of those 634 

parameters are also still almost uniform as were their prior distributions. Similarly, the 635 

posterior distributions of specific storage for the two layered models also remain uniform, 636 

indicating that this is also a non-influential parameter (supplementary materials: 637 

Supplementary Figure 1). The posterior distributions of HK-1 and SY-2 are located 638 

respectively at the lower and upper boundaries of the prior range. Moreover, the posterior 639 
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distribution of SY-3 is not well identified. This could be due to input uncertainties and/or 640 

conceptual model structural uncertainties which are not considered in this scenario. It also 641 

shows that the posterior probability distributions of the well identified parameters cover only 642 

a small range of their prior distributions except for HK-2. The parameter uncertainty band 643 

covers only 13 % of the observations (Figure 5d). Similar results are observed for the L2B4 644 

and L2B5 models. For the L2B4 and L2B5 models, the parameter uncertainty band covers 645 

respectively 12 % and 13.8 % of the observations (Figure 5b, 5c and Supplementary Table 1). 646 

In general, the parameter uncertainty band is increasing with the level of complexity of the 647 

conceptual models. The observation coverage of the parameter uncertainty band for the 648 

different conceptual model structures is different. This suggests the importance of the use of 649 

multiple conceptual models for reliable prediction. Hoge et al. (2019) also suggested that 650 

consideration of uncertainty arising from conceptual physical interpretation is important 651 

during BMA implementation, if the objective of the study is to increase the reliability and 652 

accuracy of the model prediction. 653 

 654 

 655 

Figure 3: The posterior probability distribution of the L1B5 model parameters (top row) and 656 

the parameters of the heteroscedastic error-model (bottom row) both for scenario 1 and 2, 657 

using 2500 samples generated after convergence. HK: Horizontal hydraulic conductivity, 658 

RIVC: Hydraulic conductance of riverbed, SY: Specific yield, A and B: The parameters of 659 

the heteroscedastic error model. 660 

 661 
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 662 

Figure 4: The posterior probability distribution of the L3B5 model parameters and the 663 

parameters of the heteroscedastic error-model (A and B) both for scenario 1 and 2, using 664 

2500 samples generated after convergence.  665 
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 666 

Figure 5: The prediction uncertainty of monthly groundwater level at each observation well 667 

with 95% parameter uncertainty considering error-model parameter along with model 668 

parameter (black interval), 95 % total uncertainty (dark gray) and observations (black dot) for 669 

(a) L1B5 model, (b) L2B4 model, (c) L2B5 model and (d) L3B5 model. 670 
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 671 

3.2 Parameter and prediction uncertainty of different conceptual models for scenario 2 672 

In this scenario, uncertainty of the input data is quantified simultaneously along with model 673 

parameters and heteroscedastic error-model parameters.  674 

Figure 3 shows the posterior pdfs of the L1B5 model parameters for scenario 2. As in 675 

scenario 1, all parameters are well identified within their prior ranges except RIVC. The 676 

posterior pdfs of the well identified parameters cover only a limited part of the prior range. 677 

The posterior distribution of the hydraulic conductance of riverbed (RIVC) is still almost 678 

uniform. Additionally, the posterior distribution of SY shows a slight multimodality. The 679 

correlation among model parameters and the correlation between model parameters, error 680 

model parameters and input multipliers have been examined. The results show a weak 681 

correlation among the MODFLOW parameters and between model parameters, error model 682 

parameters and input multipliers (recharge and abstraction multipliers). 683 

Out of the 12 parameters for model L3B5, the posterior distributions of eight parameters 684 

(HK-1, HK-2, HK-3, SY-1, SY-2, SY-3, a, and b) are approximately normal while it was six 685 

for scenario 1 (Figure 4). The posterior distribution of RIVC, SS-1, SS-2, SS-3 are still 686 

almost uniform. 687 

By comparing the posterior distributions between scenario 1 and 2 for different conceptual 688 

models (Figures 3 and 4), the following observations are made: 689 

1. The posterior pdfs of some parameters are different in different conceptual models as 690 

well as in different scenarios. This is indicating that parameter values are overly 691 

adjusted to compensate for existing conceptual model structural deficiencies and input 692 

uncertainty when input and/or conceptual model uncertainties are not considered.  693 

2. For model L3B5, the posterior pdfs of the parameters SY-2 and SY-3 are also 694 

identified within their prior ranges and their posterior distribution became 695 

approximately normal when we consider input uncertainty in addition to uncertainty 696 

arising from model parameters and heteroscedastic error model parameters. However, 697 

their posterior distributions are located at the boundaries of the prior range. This could 698 

be because of model structural uncertainties. 699 

3. The heteroscedastic error model parameters (A and B) are well identified in both 700 

scenarios for all different conceptual models, but their values are different between 701 
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scenarios and between models. In general, the values of the error heteroscedasticity 702 

(A and B) parameters decrease when we consider input uncertainty in addition to 703 

uncertainty of model parameter and heteroscedastic error model parameters. Another 704 

important observation is that the value of the first error heteroscedasticity (A) 705 

parameter increases with the level of complexity of the conceptual models. This 706 

indicates that existing conceptual model structural deficiencies are somehow 707 

compensated by the value of the error heteroscedasticity (a) parameter.  708 

We conclude that an explicit consideration of input uncertainty in addition to uncertainty of 709 

the model parameters and heteroscedastic error model parameters is very important to have 710 

unbiased and better defined parameter sets. Consideration of alternative conceptual models is 711 

also important for obtaining confident parameter sets. Schoniger et al. (2015) also reported 712 

that consideration of uncertainty arising from the model input is necessary to increase the 713 

robustness of Bayesian model averaging and ranking.   714 

The posterior probability distributions of the recharge multipliers vary strongly between 715 

months, but are in general higher than one. The recharge multipliers are well identified during 716 

the rainy season (May to October), while these multipliers are not well identifiable during the 717 

dry season (November to April). The details of the recharge multipliers for a specific 718 

conceptual model are explained in Mustafa et al. (2018). The distributions of the well 719 

identified multipliers show different shapes for different conceptual models (Figure 6). 720 

However, the range of the multipliers and magnitude of their probability distributions are the 721 

same for different conceptual models (Figure 6). The groundwater abstraction multipliers are 722 

also well identified within their prior range and are higher than one in all months except for 723 

November and January for all four conceptual models. Again, the well identified multipliers 724 

show almost the same range of values for different conceptual models (Figure 7). This 725 

indicates that the input uncertainty multipliers are independent from model structural 726 

uncertainty and are not overly adjusted to compensate conceptual model structural 727 

deficiencies. 728 
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 729 

Figure 6: Posterior distribution of groundwater recharge multipliers of July for all conceptual 730 

models, using 2500 samples generated after convergence.  731 

 732 

Figure 7: Posterior distribution of groundwater abstraction multipliers, using 2500 samples 733 

generated after convergence.  734 
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 735 

The prediction uncertainty of the monthly groundwater level associated with input 736 

uncertainty, model parameter uncertainty and uncertainty related to the heteroscedastic error 737 

model is presented in figure 8. The observation coverage of the parameter uncertainty band 738 

has increased by more than 100% for all models (Supplementary Table 1)  when uncertainty 739 

arising from model input is incorporated along with uncertainty arising from model 740 

parameters and parameters of the heteroscedastic error model.  The increase for the L1B5 741 

model is even more than 200%.  This result reveals that consideration of input uncertainty has 742 

significantly improved the confidence of model predictions and ignoring input uncertainty 743 

could lead to biased model simulations and incorrect uncertainty bands.. The parameter 744 

uncertainty band of L1B5 covers the highest number of observations when input uncertainty 745 

is included (Supplementary Table 1). When we explicitly consider input uncertainty, the 746 

width of the parameter uncertainty band has increased but the width of the total uncertainty 747 

has decreased (figure 5 and 8). This indicates that total uncertainty has decreased. This is 748 

confirmed by the reduction of the d-factor for all the models (Supplementary Table 1). This 749 

result reveals that uncertainty bounds of scenario 2 are more accurate compared to the CI of 750 

scenario 1, and the residual variance is smaller at each point. The Root Mean Square Error 751 

(RMSE) was also used to compare the results of scenario 1 and 2. It is observed that the 752 

values of the RMSE are decreasing when input uncertainty is included along with model 753 

parameter uncertainty and the parameters of the heteroscedastic error model (Figure 14). The 754 

decreasing magnitude of the RMSE value of L1B5 model is more significant than for any of 755 

the other models, indicating comparatively higher uncertainties in the L1B5 model. This is 756 

another indication that consideration of uncertainties through input multipliers is increasing 757 

the accuracy of the model prediction and decreasing the prediction uncertainty. Even after 758 

consideration of input uncertainties, the observation coverage of the parameter uncertainty 759 

band for the different conceptual model structures is different (Supplementary Table 1, 760 

Figure 8). Hence, consideration of conceptual model structural and input uncertainty is 761 

important to have more accurate model prediction and unbiased uncertainty bounds. 762 
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 763 

Figure 8: Prediction uncertainty of monthly groundwater level at each observation well with 764 

95% parameter uncertainty considering input uncertainty along with model parameter 765 

uncertainty and error heteroscedasticity (black interval), 95 % total uncertainty (dark gray) 766 

and observation (black dot) for (a) L1B5 model, (b) L2B4 model, (c) L2B5 model and (d) 767 

L3B5 model.  768 




