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1 Introduction

In coastal areas and islands, seawater intrusion is a major challenge for groundwater management. Numerical models of seawater intrusion are heavily relied on for groundwater management decision-support (Werner et al., 2013), as they can help quantify current and future freshwater resources and support the design of optimal pumping scenarios.

Seawater intrusion models are generally based on variable density codes, which simulate mixing between fresh and saline groundwater. As these codes solve the coupled, non-linear groundwater flow and advective-dispersive solute transport equations, they require a fine vertical discretization of the simulated domain and the resulting models are computationally expensive. Excessive model run times have severely limited the possibility of parameter estimation, i.e. “automated trial-and-error calibration” (Anderson et al., 2015), especially for large-scale regional models. While parameter estimation is routinely performed for hydrogeological inversions, it has remained scarce for seawater intrusion models (Carrera et al., 2010; Werner et al., 2013). Although several studies have recently carried out parameter estimation with variable density models, with methods to reduce model run times (e.g. Ataie-Ashtiani et al., 2013; Dentoni et al., 2014) or using mixed manual-automated calibration strategies (e.g. Meyer et al., 2019; Siarkos and Latinopoulos, 2016), manual trial-and-error calibration is still often applied (e.g. Holding and Allen, 2015; Post et al., 2018c). However, manual calibration has shortcomings which can be crucial for decision-support models. While manual calibration can be subjective and does not necessarily lead to the optimum parameter set, regularized parameter estimation can lead to the minimum error variance parameter set, which allows for predictions of minimum error variance (Anderson et al., 2015). In addition, parameter estimation allows for quantitative uncertainty analysis, which is critical for model-based decision-making (Delottier et al., 2016; Hunt et al., 2020).
Sharp-interface codes, like SHARP (Essaid, 1990) or the SWI2 package for MODFLOW-2005 (Bakker et al., 2013), neglect mixing processes and simulate a sharp boundary (or interface) between freshwater and saltwater. Sharp-interface codes are well adapted to regional seawater intrusion modeling (Reilly and Goodman, 1985) and their range of applicability has been explored by Llopis-Albert and Pulido-Velazquez (2014). As they do not solve the solute transport equation, run times are significantly shorter. In a synthetic case, using the sharp-interface code SWI2 instead of the variable density code SEAWAT (Langevin et al., 2008) reduced run times from three hours to a few seconds (Dausman et al., 2010b). The fast run times afforded by sharp-interface codes have made these practical for coastal pumping optimization (Dhar and Datta, 2009; Kopsiaftis et al., 2019) and pave the way for parameter estimation. However, even with sharp-interface models, parameter estimation remains far from common practice. Manual calibration of such models is still widely used (e.g. Babu et al., 2018; Dokou and Karatzas, 2012; Gingerich, 2002; Pappa et al., 2017) and on occasion, the SWI2 package has been implemented in a previously calibrated MODFLOW groundwater model without further calibration (e.g. Baalousha, 2016; Walter et al., 2016). Only very rarely has parameter estimation been carried out (Hughes and White, 2014; Rotzoll et al., 2016), such that guidelines and case studies are lacking which could otherwise be used to help perform this task. Quantification of the predictive uncertainty of real-world seawater intrusion models also remains scarce (Werner et al., 2013).

One of the major knowledge gaps for the parameter estimation of sharp-interface models concerns the type of observations to be included. Currently, apart from the works of Hughes and White (2014), who used both head and flow rate observations, or Babu et al. (2018), who derived the thickness of the freshwater lens from nested monitoring wells, most sharp-interface model calibrations have been constrained by groundwater levels alone. However, it is known that using head observations alone is insufficient to constrain the inversion problem uniquely
(Anderson et al., 2015), and salinity observations are commonly used in variable density models (Shoemaker, 2004). Literature on data assimilation for sharp-interface models is therefore limited, and it is unclear which observations should be used, what processing is required and what weighting strategy should be used to account for contrasting measurement errors. Few resources are available to guide both data assimilation and parameter estimation in sharp-interface models and considering that these are crucial for decision-support modeling (Doherty and Moore, 2020), more investigations are warranted in this area. Exploring the links between data and models was also identified by Werner et al. (2013) as a key area of research for seawater intrusion modeling.

The objective of this paper is to present a framework for parameter estimation using a regional sharp-interface seawater intrusion model. A model was developed using the SWI2 package for MODFLOW-2005, which has shown efficient run times (Dausman et al., 2010b). A diverse dataset was assembled using typical coastal aquifer observations. Groundwater head observations were extracted from shallow wells, deep open wells and pumping wells. Observations of the freshwater-seawater interface, further referred to as interface observations, were extracted from deep open wells, and from time-domain electromagnetic (TDEM) and electrical resistivity tomography (ERT) surveys. The uncertainty of these 6 observation groups was quantified and accounted for in parameter estimation through the weighting strategy, as recommended for PEST (Doherty, 2004). Linear predictive uncertainty analysis was conducted for 2 types of forecasts: the total freshwater volume and interface elevations at pumping wells. An examination of residuals (i.e. the difference between simulated and observed values) then provided insight on the capacity of all 6 observation types to constrain calibration, while a data worth analysis explored their value for reducing predictive uncertainties. This modeling and inversion framework was developed for a real-world case in
the Magdalen Islands (Quebec, Canada), and the findings of the study can help guide data
collection efforts in other coastal aquifers where decision-support models are needed.

2 Study area

The Magdalen Islands (Quebec, Canada) form an archipelago located in the middle of the Gulf of
Saint-Lawrence (Fig. 1), with an area of 200 km² and approximately 12,000 permanent
inhabitants (Statistics Canada, 2017). Due to the lack of surface water resources and the
prohibitive cost of seawater desalinization (Chaillou et al., 2012), groundwater is the only
drinking water source. In addition, a high water demand during the summer enhances the risk of
saltwater upconing under pumping wells. Local decision-makers are therefore strongly
concerned by the capacity and management of their groundwater resources (BAPE, 2013).

Grande Entrée Island, lying within the archipelago, was considered for this study as it is one of
the most vulnerable islands due its shallow freshwater-seawater interface.

2.1 Conceptual model

Grande Entrée Island has an area of 8.5 km² and is surrounded by water from both the Gulf of
Saint-Lawrence and lagoons. It has a relatively flat topography, with land elevations reaching at
most 43 m above local mean sea level and a gently sloping seafloor (between 5 and 15‰ up to
1 km from the island). The nearby weather station indicated an average precipitation rate of
1040 mm/yr between 1981 and 2010, with relatively uniform rates throughout the year. Past
studies have estimated the potential evapotranspiration as approximately 500 mm/yr
(Dessureault and Simard, 1970) and recharge as 25% to 40% of total precipitation, i.e. 230 to

The main geological unit, both onshore and offshore (Fig. 1), is a red Permian eolian sandstone
with large cross-bedding features (Brisebois, 1981; Rabeau and Thériault, 2013) belonging to the
Étang-des-Caps Member (Cap-aux-Meules formation) and estimated to be about 300 meters thick (Brisebois, 1981). Onshore, Quaternary unconsolidated sediments overlie the Permian sandstone: glacial sediments fill a paleovalley in the middle of the island (fine sand with traces of silt and gravel) and sand dunes lie on the outskirts. While the paleovalley reaches a thickness of approximately 110 meters at the center of the island, the thickness of the sand dunes is not well known (a thickness of 10 to 15 m is observed to the west).

The red Permian sandstone is the main aquifer formation, intercepted by all nine municipal wells and by most industrial and domestic wells. A number of aquifer tests in the archipelago have shown this formation to be heterogeneous, with a high hydraulic conductivity ($4 \cdot 10^{-5} \text{ m/s}$ on average). The hydraulic conductivity of the other geological formations is less well known.

The sand dunes are considered highly permeable (Sylvestre, 1979a) whereas the sparse aquifer tests in the glacial sediments yield a lower average hydraulic conductivity of $1 \cdot 10^{-5} \text{ m/s}$.

Municipal pumping started in 2013 and freshwater is distributed to households, institutions and industries. Using data on municipal water use and individual consumption estimates, it was determined that an additional 80 m$^3$/day is being pumped by domestic wells. Industrial groundwater pumping was neglected in the study. Before installation of the municipal wells, groundwater pumping was mostly uncontrolled, leading to several episodes of saltwater well contamination which are not well documented.

2.2 Monitoring

Few historic observations are available on the Magdalen Islands, whether for head, salinity or pumping rates. Among the available data, automated meters have recorded pumping rates, water levels and electrical conductivity at all municipal wells, every minute, since mid-2014. Data gaps in the records are frequent because of technical issues. At five deep, open monitoring
wells (Fig. 1), loggers have recorded pressure on an hourly basis since mid-2016 and downhole
electrical conductivity and temperature profiles are carried out once to twice a year using a
graduated water conductivity meter. Few head and salinity observations are available outside
this monitoring network. Additional head observations were collected as part of the study (from
manual measurements and pressure transducers), and electrical conductivity profiles were
obtained from two other deep, open wells.

The results of two geophysical surveys were also used: an ERT campaign from 2004, which
delineated the glacial palaeovalley and mapped the shape of the interface along nine transects
perpendicular to the coast (Madelin’Eau, 2004), and a TDEM campaign carried out in 2019. The
location of all observations used for the study is shown Fig. 1. The electrical conductivity
measurements from the deep wells show that the transition zone from fresh to saline
groundwater is relatively narrow, between 5 and 15 m wide. It is also shallow (on average 45 m
below local mean sea level), suggesting a freshwater lens which does not intersect the bottom
of the aquifer formation (Fig. 2). Inter- and intra-annual fluctuations of the transition zone are
limited.

Fig. 1 Simplified geological map of the Grande Entrée Island and locations of head and
freshwater-seawater interface observations. All pumping wells are drilled into the red Permian
sandstone. Multiple observations are available, including interface observations derived from
TDEM (time-domain electromagnetics) and ERT (electrical resistivity tomography) surveys.

Fig. 2 Conceptual model: schematic cross-section perpendicular to the island and example of a
downhole electrical conductivity (EC) profile in one of the island’s deep, open wells. In the
freshwater lens, the relatively narrow transition zone from freshwater (FW) to saltwater (SW) is
approximated as a sharp freshwater-seawater interface. Elevation is expressed in meters above
local sea level (masl).

3 Methods

3.1 Seawater intrusion numerical model

This study used the SWI2 seawater intrusion package (Bakker et al., 2013) of the finite-
difference MODFLOW-2005 groundwater model (Harbaugh, 2005). SWI2 was developed
specifically to simulate regional seawater intrusion. Besides neglecting diffusion and dispersion
effects, SWI2 does not require vertical discretization as an aquifer can be represented by a
single layer containing several zones of constant (or linearly-varying) density. This sharp-
interface code was chosen because the narrow transition zone observed in deep open wells
(Fig. 2) suggests that diffusion and dispersion are less important than advection. Also, its short
simulation times allow to efficiently run multiple simulations in the context of parameter
estimation. Finally, model development and execution can be scripted in Python using the FloPy
package (Bakker et al., 2016; 2020). This was advantageous because the whole framework, from
data preprocessing to parameter estimation and uncertainty analysis, was developed in Python.
This workflow was proven efficient for collaborative modeling (Shuler and Mariner, 2020) and to
improve the transparency and reproducibility of decision-support models (White et al., 2020).

SWI2 successively solves two modified versions of MODFLOW-2005’s groundwater flow
continuity equation, which are each adjusted with pseudo-source terms representing density
variations. These equations, detailed by Bakker et al. (2013), are rewritten here for a single-layer
model with two constant-density zones (freshwater and seawater), separated by a unique
interface (Fig. 3). Eq. 1 is solved for the whole saturated model domain:
\[ \nabla (T \nabla h_i) = S \frac{\partial h_i}{\partial t} - \gamma + R \quad \text{Eq. 1} \]

where \( T \) is the transmissivity of the aquifer (\( m^2/s \)), \( h_i \) is the freshwater head at the water surface (m), \( S \) is the storage coefficient (dimensionless), \( \gamma \) is a source term (\( m/s \)) and \( R \) is a pseudo-source term representing the flux caused by density variations below the water table (\( m/s \)). Eq. 1 is then solved for the portion of the model domain below the interface:

\[ (v_2 - v_1) \nabla (T \nabla \zeta) = n_e \frac{\partial \zeta}{\partial t} - \gamma_2 + R_2 \quad \text{Eq. 2} \]

where \( v_1 \) and \( v_2 \) are respectively the dimensionless densities of freshwater and seawater, \( \zeta \) is the interface elevation approximating the 50-percent seawater salinity contour (m), \( n_e \) is the effective porosity (dimensionless), \( \gamma_2 \) represents all source terms beneath the interface (\( m/s \)) and \( R_2 \) is a pseudo-source term representing the flux caused by density variations below the interface (\( m/s \)). At the end of each MODFLOW timestep, after freshwater heads and interface elevations are updated, the horizontal movement of the interface is computed using a tip-and-toe tracking algorithm (Bakker et al., 2013).

**Fig. 3** Implementation of the SWI2 sharp-interface code in the study site: schematic cross-section perpendicular to the island. The aquifer is represented by a single layer in which model cells contain constant-density freshwater and seawater zones separated by a sharp interface. The freshwater lens is delimited by the freshwater head at the top of the aquifer (\( h_i \)) and the interface elevation (\( \zeta \)). A general head boundary (GHB) condition is used to simulate exchanges between the aquifer and the sea.

### 3.2 Model implementation and parameterization


A regular, 20 m x 20 m model grid was built for the island using the Python QGridded package. The model's active cells extended seaward up to 1 km from the coast. The aquifer formation was represented as a single layer containing two constant-density zones (freshwater and seawater), separated by an interface representing the 50-percent seawater salinity contour (Fig. 3). The bottom elevation of the aquifer was set to -300 m relative to local mean sea level. Since insufficient pumping and observation timeseries were available, the model was calibrated assuming steady-state conditions with a mean pumping rate. This choice was in line with the objective of the study to simulate long term trends in seawater intrusion, rather than reproducing seasonal variability. A 5.5-year reference period was selected (mid-2014 to 2019), constrained by the availability of municipal pumping data at all wells, and during which pumping conditions were approximately the same. This choice affected the parameterization strategy. As they have no influence in steady-state conditions, specific yield and effective porosity values were considered to be homogeneous over the whole model domain. A mixed parameterization scheme was then used for the hydraulic conductivity field. The sand dunes and glacial sediments were assigned homogeneous hydraulic conductivities (zones of piecewise constancy), while the onshore Permian sandstone was parameterized using 52 pilot points distributed along a regular grid with a 500 m spacing. Hydraulic conductivities at model cells were determined by kriging of pilot point values based on an exponential variogram, with a range equivalent to 3 times the pilot point spacing. Since the aquifer was simulated as a single model layer, when several geological units overlapped (Fig. 1) an equivalent horizontal transmissivity was inferred from the arithmetic mean of hydraulic conductivities weighted by unit thicknesses. At the exception of a buffer around the coast, offshore pilot points were tied, effectively implying a homogeneous hydraulic conductivity for the offshore Permian sandstone. Prior information on hydraulic
conductivity was based on a compilation of aquifer tests and existing literature (Freeze and Cherry, 1979), and prior values and ranges are shown in Table 1.

All boundary conditions were averaged over the 5.5-year reference period. A homogeneous recharge representing approximately 40% of total precipitation (900 mm/yr) was implemented for onshore cells (Table 1). This was supported by the small seasonal fluctuations observed in groundwater levels. A general head boundary (GHB) condition was implemented for offshore cells to represent freshwater head at the ocean bottom (Fig. 3). With GHB boundaries, flows between the aquifer and the sea are controlled by the seafloor elevation, sea level, the ratio between freshwater and seawater densities (respectively 1000 and 1025 kg/m$^3$) and the hydraulic conductivity of the seabed (Hughes and White, 2014; Eq. 25). The seabed was assigned prior information close to that of the Permian sandstone (Table 1). Municipal pumping was implemented using the MNW2 package (Revised Multi-Node Well – Konikow et al., 2009), in order to assimilate water level observations (Section 3.3) and domestic pumping was implemented using the WEL package.

It has been shown that sharp-interface models (including SWI2), which assume saltwater to be static, tend to overestimate seawater intrusion (Dausman et al., 2010b). An empirical correction factor was developed by Pool and Carrera (2011) to correct this effect and the Lu and Werner (2013) modified version of this correction factor was implemented in the model (Eq. 3):

$$
\varepsilon^* = \varepsilon \left[ 1 - \left( \frac{\alpha_T}{b} \right)^{1/4} \right]
$$

Eq. 3

where $\varepsilon^*$ is the corrected density ratio (dimensionless), $\alpha_T$ is the transverse (vertical) dispersivity (m), $b$ is the aquifer thickness (m), $\rho_f$ and $\rho_s$ are respectively freshwater and seawater densities (kg/m$^3$) and $\varepsilon$ is the density ratio (dimensionless) given by:
\[ \varepsilon = \frac{\rho_s - \rho_f}{\rho_f} \quad Eq. 4 \]

For a transverse dispersivity of zero, the original and corrected density ratios are identical and the correction factor has no effect. As transverse dispersivity is difficult to characterize, it was considered as an adjustable parameter (Table 1), with a prior information based on a previous model of the island (Lemieux et al., 2015) and existing literature (Gelhar et al., 1992). All parameter distributions were assumed to be Gaussian and upper and lower bounds represented the 95% confidence interval (i.e. the mean ± 2 times the standard deviation).

**Table 1** Prior and posterior parameter distributions, described by the mean and the 95% confidence interval (C.I.). Distributions are assumed normal for recharge and log-normal for all other parameters. The posterior hydraulic conductivity of all pilot points is specified as the average of all pilot point values, however the posterior 95% C.I. varies with each pilot point.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Prior distribution</th>
<th>Posterior distribution</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>95% C.I.</td>
</tr>
<tr>
<td>( K_{\text{sand dunes}} ) (m/s)</td>
<td>5 x 10^3</td>
<td>5 x 10^{-5} - 5 x 10^{-1}</td>
</tr>
<tr>
<td>( K_{\text{sandstones}} ) (m/s)</td>
<td>4 x 10^{-5}</td>
<td>3 x 10^{-6} - 6 x 10^{-4}</td>
</tr>
<tr>
<td>( K_{\text{sandstones}} ) (m/s)</td>
<td>4 x 10^{-5}</td>
<td>3 x 10^{-6} - 6 x 10^{-4}</td>
</tr>
<tr>
<td>(pilot points)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( K_{\text{glacial sediments}} ) (m/s)</td>
<td>1 x 10^{-5}</td>
<td>1 x 10^{-7} - 1 x 10^{-3}</td>
</tr>
<tr>
<td>( K_{\text{seabed}} ) (m/s)</td>
<td>2 x 10^{-5}</td>
<td>2 x 10^{-7} - 2 x 10^{-3}</td>
</tr>
<tr>
<td>Recharge (mm/yr)</td>
<td>380</td>
<td>180 - 580</td>
</tr>
<tr>
<td>Transverse dispersivity ( \alpha_T ) (m)</td>
<td>1 x 10^{-1}</td>
<td>1 x 10^{-3} - 10</td>
</tr>
</tbody>
</table>
3.3 Observations

All observations were averaged over the reference period. Freshwater head observations were extracted from 3 types of locations: shallow wells, deep open wells and municipal pumping wells. Interface observations were derived from 3 sources of information: deep open wells, TDEM and ERT surveys. All processing steps are summarized in Figure 4. The uncertainty associated with all 6 observation types was then estimated.

Freshwater head observations

Water levels and pressures recorded at wells were converted to heads. Comparing simulated freshwater heads to observed heads requires an additional preprocessing step: the conversion of all measured heads to freshwaters heads (Bakker et al., 2013). This procedure, detailed by Post et al. (2018b), requires knowledge on the average water density in the well (Eq. 5):

\[ h_f = \frac{\rho_a}{\rho_f} h - \frac{\rho_a - \rho_f}{\rho_f} z_b \]

where \( h_f \) is the freshwater head (masl), \( h \) is the measured head (masl), \( \rho_a \) is the average density in the water column between the first and last density measurements (kg/m\(^3\)) and \( z_b \) is the elevation of the bottom of the well screen or open interval (masl). Heads measured in freshwater wells (i.e. shallow wells and pumping wells) were directly equal to freshwater heads, as the average density was equal to freshwater density. However, point water heads measured at deep open wells needed to be converted to freshwater heads (Fig. 4). Features of this calculation are presented in Appendix A and Table A.1.

At pumping wells, the comparison of observed heads with the values obtained with the relatively coarse model grid required an extra postprocessing step with the MNW2 package. Simulated heads were corrected for the difference between cell size and well radius, based on
the Thiem (1906) steady-state flow equation (Konikow et al., 2009). At steady state and using
the prior parameter set (Table 1), heads at pumping wells were on average 0.1 m lower than
those simulated at the cell (with differences ranging from 0.001 m to 0.4 m). This average value
dropped to 0.05 m when using the posterior parameter set, because of higher hydraulic
conductivity values. Although in this study, the correction was relatively small, magnitudes will
increase with increasing pumping rate and cell size, and with decreasing hydraulic conductivity
and well radius (Eq. 4, Konikow et al., 2009).

Direct interface observations at deep wells

Interface elevations were extracted from downhole electrical conductivity profiles acquired in
deep wells with large open or screened intervals. As the transition zone between freshwater and
seawater spans a dozen meters, an objective method was required to extract interface
elevations from all profiles. In their sharp-interface manual calibration, Babu et al. (2018)
extracted an elevation close to the top of the transition zone, from the specific conductance of
2,500 µS/cm. However it was decided to extract an interface elevation close to the midpoint of
the transition zone, as SWI2 simulates the 50% seawater salinity (Bakker et al., 2013). For each
electrical conductivity profile, an error function (erf) was adjusted to the data points near the
transition zone and the inflection point of this function was defined as the interface elevation.

Geophysical interface observations

Interface elevations were extracted from inverted TDEM and ERT geophysical data and were
used as indirect interface observations for the hydrogeological inversion. This approach was
preferred to a coupled hydrogeophysical inversion, in which hydrogeological and geophysical
models are linked and inverted sequentially or simultaneously (Comte and Banton, 2007;
Herckenrath et al., 2013; Steklova and Haber, 2016). These allow to use directly the geophysical
observations instead of inverted geophysical model results, but are computationally demanding and therefore have mostly been applied on synthetic, small-scale or structurally simple regional models rather than complex, large-scale models.

Inversion of the one-dimensional TDEM measurements was conducted using the CSIRO Airbeo codes (Chen and Raiche, 1998; Raiche et al., 1985) and formation resistivity and thickness were adjusted for a three-layer subsurface model. From top to bottom, these layers represented the unsaturated zone, the freshwater-saturated zone and the seawater-saturated zone. The top of the seawater-saturated layer was defined as the freshwater-seawater interface elevation.

Inversion of the two-dimensional ERT data was conducted using the RES2DINV software (Loke and Dahlin, 2002), which adjusted and smoothed the formation resistivity of subsurface model blocks of 2.5 m to 5 m user-defined thicknesses. The elevation of different threshold resistivities (from 2 to 15 Ω.m) was extracted at each model block, and a visual inspection showed that the threshold resistivity of 15 Ω.m yielded ERT interface elevations most consistent with the other interface observations. This value is close to the 14 Ω.m threshold which was chosen by Meyer et al. (2019) to extract interface elevations from time-domain airborne electromagnetic data, and which was based on EU drinking water guidelines (Jørgensen et al., 2012). ERT-derived interface observations were resampled to 80 m, to increase the statistical independence of the values obtained at model blocks while maintaining a good description of the interface’s spatial variability. As the ERT survey was conducted outside of the reference period and under different pumping conditions, all data points within 100 m of current or past pumping wells were removed. The remaining points were preserved, since the interface showed minor temporal variability and no long-term trend (Section 2). A final visual analysis confirmed that all interface observation types were consistent and allowed the identification and removal of several outliers from the TDEM dataset. Geophysical surveys provided more interface observations than wells.
Fig. 4 Summary of the processing steps necessary for the assimilation of freshwater heads and interface elevations. All initial data are associated with uncertainties and each processing step adds supplementary uncertainty.

3.4 Observation uncertainties

For each data type, the total uncertainty was derived from the sum of variances associated with independent sources of uncertainty (assumed to be Gaussian). For these independent sources of uncertainty, the 95% confidence interval (C.I.) of measured values was assessed, and corresponding standard deviation values were then inferred by dividing the 95% C.I. by 4 (Table 2). Total uncertainties reflected the “level of uncertainty in reproduction of observations” (Fienen et al., 2010), including measurement and structural error. Sources of uncertainty and total uncertainties are summarized in Tables 2 and 3, respectively. Methods are described for freshwater head observations, direct interface observations at deep wells and finally for geophysical interface observations.

Freshwater head observations

For freshwater head observations, the total uncertainty $\sigma_{hf}$ (m) was calculated as follows:

$$\sigma_{hf} = \sqrt{\sigma_{hfm}^2 + \sigma_{temp}^2 + \sigma_{pump}^2}$$  \hspace{1cm} Eq. 6

where $\sigma_{hfm}$ is the measurement uncertainty associated with the freshwater head (m), $\sigma_{temp}$ is the uncertainty due to temporal aggregation over the reference period (m) and $\sigma_{pump}$ (m) is the uncertainty associated with the reproduction of heads at pumping wells. The calculation of $\sigma_{hfm}$ depended on the type of well. Where measured heads and freshwater heads were identical (i.e. shallow and municipal wells), $\sigma_{hfm}$ was equal to the uncertainty of the measured head $\sigma_{hm}$, which encompassed operator error, inaccuracies of the measurement devices and of the elevation.
survey, and errors resulting from the conversion of water levels (or pressures) to heads. The 95% C.I. of head measurements was estimated at 0.15 m (Table 2). In deep open wells, the conversion of measured heads to freshwater heads propagated additional uncertainties to $\sigma_{hfm}$ stemming from uncertainties on the average water density ($\sigma_{\rho_a}$) and on the bottom elevation of the open interval ($\sigma_{zb}$). The 95% confidence intervals were inferred from fluctuations of $\rho_a$ and from field knowledge, respectively, and calculations of $\sigma_{hfm}$ were performed following the method described by Post et al. (2018a). $\sigma_{temp}$ was estimated by calculating the standard deviation of the mean (Appendix B). $\sigma_{pump}$ was only implemented for head observations at municipal wells. A 95% C.I. of 0.5 m was chosen to account for modeled-to-measured misfit at pumping wells, which resulted in a similar uncertainty between deep wells and pumping wells, considering a null temporal aggregation (Table 3).

**Direct interface observations at deep wells**

Similarly, the total uncertainty of direct interface observations, $\sigma_{\zeta} (m)$, was calculated as follows:

$$\sigma_{\zeta} = \sqrt{\sigma_{ECm}^2 + \sigma_{temp}^2 + \sigma_s^2}$$

Eq. 7

where $\sigma_{ECm}$ is the measurement uncertainty associated with the electrical conductivity profile (m) and $\sigma_s$ is the uncertainty related to the definition of the interface elevation (‘spatial’ uncertainty – m). $\sigma_{ECm}$ reflected operator error, inaccuracies of the conductivity measurement devices (resulting from imperfect calibration, instrument drift, varying accuracy) and of the elevation survey. A 95% C.I. of 0.2 m was assumed for electrical conductivity elevations (Table 2). $\sigma_s$ was evaluated as one-sixth of the transition zone width (Table 3). While deep open wells are influenced by vertical borehole flows, which can lead to artificial electrical conductivity profiles (Rushton, 1980; Shalev et al., 2009), it was assumed that the relatively large $\sigma_s$ values...
accounted for these flows. Total standard deviation values associated with direct interface observations averaged 2.11 m (Table 3) and therefore 95% confidence intervals nearing 10 m.

Geophysical interface observations

Uncoupled hydrogeophysical inversions propagate errors into the hydrogeological models (Hinnell et al., 2010). Uncertainties associated with the inverted geophysical data result from measurement and elevation errors, from parameters of the geophysical inversion (e.g. smoothness constraints), from non-unique hydrogeological interpretations (dependence of resistivity on lithology, saturation, solute concentration) and from electric or electromagnetic noise. A global, heuristic uncertainty was attributed to the geophysical interface elevations, which were considered more uncertain than direct interface observations at wells. ERT interface observations were considered more uncertain than TDEM interface observations because TDEM has better depth resolution than ERT for mapping conductive layers such as seawater layers (Christiansen et al., 2006). In addition, the smoothness constraint of the ERT inversion and the lack of resolution with depth of ERT images could result in missing the interface by a few meters. Contrary to TDEM data, the use of ERT interface observations also required the definition of a threshold resistivity. The 95% confidence intervals of the TDEM and ERT interface observations were set to 15 m and 20 m, respectively, to reflect the relative confidence in all three interface observations types.

Total uncertainty reflected the level of confidence in different observations groups (Table 3). On average, the uncertainty of freshwater heads at shallow wells (low $\sigma_{hfm}$, high $\sigma_{temp}$) was close to that of heads at pumping wells (high $\sigma_{pump}$, low $\sigma_{temp}$). Freshwater heads at deep open wells were more uncertain, as conversion of point water head to freshwater head resulted in a high $\sigma_{hfm}$. Interface observations derived from deep wells were more uncertain than head
observations (high $\sigma_i$). These direct interface observations were less uncertain than TDEM observations, and ERT observations were the most uncertain dataset. With these uncertainties, all interface observations were consistent across the island. Quantification of measurement uncertainties was based on existing methods when available. However, this process required making a certain amount of choices, based on in-depth knowledge of the study site and fieldwork methods and on expert judgment. This is further discussed in Section 5.1.

**Table 2** Individual sources of uncertainty in the observation dataset. The standard deviation values (designated by $\sigma_i$ notations) were obtained by dividing the 95% confidence interval (C.I.) by 4. Errors are assumed to follow independent Gaussian distributions with a mean of zero.

<table>
<thead>
<tr>
<th>Sources of uncertainty</th>
<th>95% C.I.</th>
<th>Standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Measured head (m)</td>
<td>0.15</td>
<td>$\sigma_{hm}$</td>
</tr>
<tr>
<td>Modeled-to-measured misfit at pumping well (m)</td>
<td>0.5</td>
<td>$\sigma_{pump}$</td>
</tr>
<tr>
<td>Average water density (kg.m$^{-3}$)</td>
<td>8</td>
<td>$\sigma_{pa}$</td>
</tr>
<tr>
<td>Bottom elevation of the open interval (m)</td>
<td>0.15 – 4</td>
<td>$\sigma_{zb}$</td>
</tr>
<tr>
<td>Elevation of an electrical conductivity measurement (m)</td>
<td>0.2</td>
<td>$\sigma_{ECm}$</td>
</tr>
<tr>
<td>TDEM-derived interface elevation (m)</td>
<td>15</td>
<td>$\sigma_{\zeta_{TDEM}}$</td>
</tr>
<tr>
<td>ERT-derived interface elevation (m)</td>
<td>20</td>
<td>$\sigma_{\zeta_{ERT}}$</td>
</tr>
</tbody>
</table>

**Table 3** Uncertainties associated with freshwater head ($h_f$) and interface elevation ($\zeta$) observations, in increasing order. The total uncertainty ($\sigma$) is a function of independent sources of uncertainty such as measurement uncertainties ($\sigma_m$), pumping in a model cell ($\sigma_{pump}$),
temporal aggregation ($\sigma_{\text{temp}}$) or spatial definition of the saltwater interface ($\sigma_s$). Given that settings vary slightly from well to well, average values are provided. $\sigma$ is calculated using Eq. 6 and 7. The signal-to-noise ratio is equal to the mean absolute observation value (1.5 masl for freshwater heads and -44 masl for interface elevations) divided by $\sigma$.

<table>
<thead>
<tr>
<th>Observation group</th>
<th>Number of observations</th>
<th>$\sigma_m$ (m)</th>
<th>$\sigma_{\text{pump}}$ (m)</th>
<th>$\sigma_{\text{temp}}$ (m)</th>
<th>$\sigma_s$ (m)</th>
<th>$\sigma$ (m)</th>
<th>Signal-to-noise ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>$h_f$ shallow wells</td>
<td>4</td>
<td>0.0375</td>
<td>-</td>
<td>0.1</td>
<td>-</td>
<td>0.11</td>
<td>13</td>
</tr>
<tr>
<td>$h_f$ pumping wells</td>
<td>9</td>
<td>0.0375</td>
<td>0.125</td>
<td>0.0002</td>
<td>-</td>
<td>0.13</td>
<td>11</td>
</tr>
<tr>
<td>$h_f$ deep wells</td>
<td>7</td>
<td>0.15</td>
<td>-</td>
<td>0.06</td>
<td>-</td>
<td>0.17</td>
<td>9</td>
</tr>
<tr>
<td>$\zeta$ deep wells</td>
<td>7</td>
<td>0.05</td>
<td>-</td>
<td>0.33</td>
<td>2.08</td>
<td>2.11</td>
<td>21</td>
</tr>
<tr>
<td>$\zeta$ TDEM</td>
<td>48</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>3.75</td>
<td>12</td>
</tr>
<tr>
<td>$\zeta$ ERT</td>
<td>87</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>5</td>
<td>9</td>
</tr>
</tbody>
</table>

3.5 Parameter estimation

The model was calibrated under steady-state conditions representative of the reference period. For numerical reasons, the solution was obtained after stabilization of a long transient simulation with constant boundary conditions. Each model run started with an initial run without the SWI2 package, to compute a steady-state distribution of heads. These were used as the initial head distribution for a model run with the SWI2 package, using the Ghyben-Herzberg equation (Post et al., 2018a) to compute the initial interface elevation. This second run stretched out for 1000 years, to allow the freshwater lens to reach a steady state under the average stresses prescribed and for the parameter set tested. The total run time was short,
around 7 min on a desktop computer (1.9 GHz Intel Core i7®) including model run, pre- and post-processing operations.

Parameter estimation was conducted with PEST (Doherty, 2015), which uses the Gauss-Levenberg-Marquardt algorithm to minimize the square-weighted differences between simulated and measured values. PEST was selected because this algorithm is particularly adapted to highly parameterized models, such as the model developed in the study; to computationally expensive models and to regularized inversion problems (Doherty, 2004). In addition, pre- and post-processing of PEST files can be readily implemented in Python using the PyEMU library (Python framework for Environmental Modeling Uncertainty analyses), which also offers multiple tools for model-independent uncertainty analysis (White et al., 2016). This was consistent with the overall strategy of developing a complete framework in Python (Section 3.1). The PEST-HP code was selected from the PEST suite as it is designed specifically to improve inversion performance when model runs are parallelized (Doherty, 2020).

The model’s 56 hydraulic conductivities, recharge and transverse dispersivity were adjusted during parameter estimation. Singular value decomposition was used to regularize the inversion. Prior information on the 58 parameters (Table 1) was incorporated using first-order Tikhonov regularization (preferred value) for all parameters and second-order Tikhonov regularization (preferred homogeneity) for the pilot points (Doherty et al., 2010). A total of 162 freshwater head and interface observations was used to constrain parameter estimation. To avoid overfitting, the weighting of the regularization objective function was conducted as detailed by Doherty (2015), with weights defined as the inverse of the standard deviation.

3.6 Linear-based uncertainty analysis and data worth
A first-order, second-moment (FOSM) uncertainty analysis was conducted using PyEMU. In a linearized model, prior parameter uncertainty and epistemic uncertainty (related to measurement errors) are propagated to the posterior parameter set and then to model predictions (Fienen et al., 2010; White et al., 2016). All parameter distributions and measurement errors are assumed to be Gaussian, implying that forecast distributions are also Gaussian. While the linear-based analysis is approximative, it is less computationally expensive than nonlinear methods and still provides insight into forecast uncertainty and data worth (Brunner et al., 2012; Hill et al., 2016; Nolan et al., 2015). Even with the relatively short model run times afforded by SWI2, nonlinear methods based on random sampling such as Monte Carlo simulations would be unfeasible. The high dimensionality of the model would require a very high number of model runs. Furthermore, the linear assumption was proven to be reasonable, as the integrity of model sensitivities used for the linearization of the model was verified beforehand using the JACTEST utility of PEST (Doherty, 2004).

Two types of forecasts were considered for the analysis: the volume of freshwater (a global forecast) and the interface elevation at pumping wells (local forecasts). Both types of forecasts were of interest for groundwater management, under current and future pumping and climate conditions. The importance of model parameters in forecast uncertainty was quantified by examining the decrease in forecast uncertainty as a result of parameters being considered as perfectly known (Fienen et al., 2010). The worth of different observation groups was evaluated by examining the decrease in prior forecast uncertainty as a result of progressively adding these observation groups to an initially empty calibration dataset. The worth of each observation group was therefore considered independently from the others.

4 Results
4.1 Parameter estimation

The parameter estimation procedure ended after 8 calibration iterations, necessitating 1847 model runs. The initial objective function of 4709 was decreased to a final value of 1175. Using a total of 70 cores (at 2.1GHz), the procedure ended after 10.5 hours. Summary statistics for each observation group are provided in Table 4, allowing to assess the fit to available observations: the root-mean square error (RMSE) is the average of the squared residuals and the mean error (ME) is the mean difference of the residual errors, with residuals defined as the difference between simulated and observed values. Freshwater head residuals at shallow and municipal wells had small RMSE values compared to the average observed value (1.5 masl), although the presence of an outlier (identified Fig. 5a) increased the average RMSE and ME values for the municipal wells. This outlier was most probably linked to a technical issue with the automated meter, but was kept for transparency. For both groups, no bias was identified in simulated heads, as indicated by an equal distribution of values around the 1:1 diagonal line in Figure 5a and small ME values (Table 4). The RMSE values for interface observations were small to intermediate (6 to 11 m), compared to the average observed interface elevation (-44 masl), and Figure 5b shows TDEM and ERT interface residuals scattered around the 1:1 diagonal line. Small ME values indicated little bias in simulated interface elevations (Table 4). However, it can be noted that the highest ME values, whether for freshwater head or interface observations, were for observations made at deep open wells (Table 4). Almost systematically, simulated heads and interface elevations were respectively lower and deeper than the observed values (Fig. 5). For freshwater head observations at these deep wells, the RMSE value was high and bias was clearly identifiable.

Table 4 Summary statistics of the calibration: root-mean-square error (RMSE) and mean error (ME) of the residuals for each freshwater head ($h_f$) and interface ($\zeta$) observation group. RMSE
values are small to intermediate compared to the order of magnitude of observed values. The
statistics for heads at municipal pumping wells are high because of an outlier.

<table>
<thead>
<tr>
<th></th>
<th>$h_f$ shallow wells</th>
<th>$h_f$ pumping wells</th>
<th>$h_f$ deep wells</th>
<th>$\zeta$ deep wells</th>
<th>$\zeta_{TDEM}$</th>
<th>$\zeta_{ERT}$</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>RMSE (m)</td>
<td>0.1</td>
<td>0.6</td>
<td>0.5</td>
<td>6.3</td>
<td>10.8</td>
<td>7.0</td>
<td>7.4</td>
</tr>
<tr>
<td>ME (m)</td>
<td>0.05</td>
<td>-0.3</td>
<td>-0.4</td>
<td>-3.7</td>
<td>-2.3</td>
<td>1.0</td>
<td>0.4</td>
</tr>
</tbody>
</table>

**Fig. 5** Scatter plots of simulated to observed data: (A) freshwater heads and (B) interface
elevations. The 1:1 diagonal line represents equal simulated and observed values. Bias is
noticeable for freshwater heads and interface elevations at deep open wells. An outlier is clearly
identifiable within the freshwater head observations at pumping wells (panel A).

The final parameters were consistent with prior information, as is shown by the posterior
parameter values being included in the prior 95% confidence intervals (Table 1). Figure 6a shows
the final hydraulic conductivity field post-calibration. A lower hydraulic conductivity zone, which
was not predicted by the geological map (Fig. 1), arose in the south of the island in an area
where all interface observations were deeper. The final transverse dispersivity $\alpha_T$ had a low but
hydrogeologically reasonable value, resulting in a corrected density ratio of 0.022 instead of
0.025 (substituting parameters from Table 1 into Eq. 3). The transverse dispersivity parameter
was found to be uncorrelated to other model parameters (by analysis of the correlation
coefficient matrix – White et al., 2016). New maps of the interface elevation (Fig. 6b) and of
freshwater lens thickness were generated by these optimum parameters, and can be used by
groundwater managers to support decision-making.

**Fig. 6** Post-calibration maps: (A) hydraulic conductivity field and (B) freshwater-seawater
interface elevations. The interface is relatively shallow on the island. The general head boundary
(GHB) condition is implemented on all cells between the coastline (full line, panel B) and model boundaries (dotted line, panel B).

4.2 Uncertainty analysis and data worth

The uncertainty in the posterior parameter set was reduced through parameter estimation, as is shown Table 1 by the decrease in the 95% confidence intervals. In areas parameterized using pilot points, the uncertainty of the hydraulic conductivity field was reduced near observations but remained close to the prior uncertainty far from observations. The uncertainty of model forecasts was noticeably reduced through parameter estimation, as shown by large reductions in predictive uncertainties (Fig. 7).

Fig. 7 Prior and posterior probability distributions of the model forecasts: (A) total freshwater volume and (B) interface elevation in the cell containing pumping well no. 1 ($\zeta_{\text{muni}1}$). Distributions are represented by 95% confidence intervals. The trend in panel B is representative of the other pumping wells.

The first part of the data worth analysis considered the importance of parameters in forecast uncertainty (Section 3.5). The analysis showed that hydraulic conductivities were the dominant source of forecast uncertainty for all forecasts (Fig. 8). For predictions of the freshwater volume, recharge was a small but non-negligible source of uncertainty while transverse dispersivity had a minimal contribution (Fig. 8a). For interface elevations at municipal wells, both recharge and transverse dispersivity had minimal contributions to total forecast uncertainty (Fig. 8b).

Fig. 8 Percent decrease in posterior forecast uncertainty (standard deviation $\sigma_{\text{post}}$) when one parameter group is considered fully known: (A) total freshwater volume and (B) interface elevation in the model cell containing pumping well no. 1 ($\zeta_{\text{muni}1}$). The hydraulic conductivity ($K$)
field accounts for the majority of uncertainty reduction, while recharge ($R$) and transverse dispersivity ($\alpha_T$) play a smaller role. Panel B is representative of the other municipal wells.

The second part of the data worth analysis considered the importance of observation groups in reducing prior forecast uncertainty (Section 3.5). For all the forecasts evaluated, the analysis revealed that interface observations, and particularly geophysical observations, were most effective to reduce predictive uncertainty (Fig. 9a, b). For the freshwater volume (Fig. 9a), using only one group of geophysical interface observations, whether ERT or TDEM, resulted in a larger predictive uncertainty reduction (around 85%) than using all freshwater head observations combined (70% reduction). This also indicates that the observation dataset was redundant: using less data, small predictive uncertainties could also have been obtained. For interface elevations at pumping wells, while data worth varied slightly depending on the well, interface observations were systemically responsible for the top two uncertainty reductions (Fig. 9b) and for 7 municipal wells out of 9, the geophysical interface observations occupied this rank.

For all local forecasts (at pumping wells), freshwater heads from deep wells were systematically the least effective observations to reduce predictive uncertainties (Fig. 9a). For the freshwater volume, they were equally informative as all the other freshwater head observations (Fig. 9a). When looking at individual observation worth, the observations closest to the wells were more informative of interface elevations at pumping wells (Fig. A.1).

**Fig. 9** Percent decrease in prior forecast uncertainty (standard deviation $\sigma_{\text{prior}}$) when one or several observation groups is added to the initially empty calibration dataset: (A) total freshwater volume and (B) interface elevation in the model cell containing pumping well no. 1 ($\zeta_{\text{muni} 1}$). Interface observations, particularly geophysical observations, lead to a considerable decrease in prior forecast uncertainties. The order in panel B varies depending on the well.
5 Discussion

The discussion reviews the procedure used for measurement uncertainty quantification, the results of parameter estimation and the findings of the linear-based uncertainty analysis. Additional points are ultimately discussed, regarding the use of different interface observations and limits to the study. Findings and recommendations are summarized in Table 5.

5.1 Observation uncertainties

The quantification of measurement uncertainties was a challenging process, because many sources of uncertainty were not truly known and a certain amount of subjective choices had to be made. The final uncertainty values that were used for the study reflected site-specific considerations. For instance, using $\sigma_{\rho_a} = 2 \text{ kg/m}^3$, $\sigma_{zb} = 0.0375 - 1 \text{ m}$ and $\sigma_{hm} = 0.0375 \text{ m}$ (Table 2) resulted in deep well freshwater head uncertainties around 0.15 m ($\sigma_{h_{fm}}$, Table 3). This is higher than the values obtained by Post et al. (2018b) at their study site ($\sigma_{h_{fm}} = 0.02 - 0.08 \text{ m}$), resulting from the choices $\sigma_{\rho_a} = 1 \text{ kg/m}^3$, $\sigma_{zb} = 0.01 \text{ m}$ and $\sigma_{hm} = 0.02 \text{ m}$. For interface observations, the uncertainty on the location of the 50% seawater salinity contour will increase with the width of the transition zone. At this study site the transition zone was narrow, so the estimated uncertainties might be in the lower range compared to other coastal areas with larger transition zones (for example due to more heterogeneous and/or lower hydraulic conductivity geological formations). For direct interface observations from deep open wells, the uncertainty depends on the manner in which the width of the transition zone is defined. For ERT-derived interface observations, a more heterogeneous system might also make the extraction of a threshold resistivity more challenging, resulting in more uncertain observations (Section 5.4). Total uncertainty values were also affected by temporal aggregation uncertainty, which was specific to each well. The uncertainty values reflected model-specific considerations. An uncertainty for
modeled-to-measured misfit at pumping wells was indeed defined to account for the structural error introduced by the finite-difference model and coarse grid (20 m x 20 m). This might not have been necessary with a refined finite-difference grid or a finite-element model mesh.

While absolute values of uncertainties are site- and model-specific, what is most important is that total uncertainties reflect the relative level of confidence in each observation type. Heads measured directly at shallow wells were less uncertain than freshwater heads derived from deep open wells. Heads at shallow wells were also less uncertain than heads simulated at pumping wells by the finite-difference model, although uncertainty linked to modeled-to-measured misfit at pumping wells ($\sigma_{pump}$, Table 2) could be explored in more depth. Head observations were less uncertain than saltwater interface observations. Direct interface observations from deep, open wells were less uncertain than geophysical interface observations, although this assumption could be challenged for wide transition zones and downhole profiles heavily affected by borehole flows. TDEM-derived interface observations were less uncertain than ERT-derived interface observations. These general trends, which are linked to the nature of the measurements (or model) and to the amount of pre- and post-processing associated with the measurements, will likely be the same in other studies. Therefore, the relative weighing scheme will likely be similar, which is determining for the results of the inversion and of the data worth analysis (Section 5.3).

5.2 Parameter estimation

The final parameter set was hydrogeologically reasonable and conformed to the conceptual model. Recharge was worth approximately 60% of total precipitation, which is higher than past estimates of 25% to 40% of total precipitation (Section 2.1) but seems to be more consistent with the negligible runoff observed on the whole island (no streams or surface water). The
The hydraulic conductivity of the sand dunes was greater than values for the Permian sandstone, which were in turn greater than the hydraulic conductivity of the seabed and of the glacial sediments (Table 1). In the final hydraulic conductivity map, the glacial paleovalley delineated in the geological map (Fig. 1) was overshadowed by a lower conductivity region that arose from parameter estimation (Fig. 6A). More generally, the thickness-averaged hydraulic conductivity in model cells containing glacial sediments or sand dunes remained close to the hydraulic conductivity of the sandstone, as the sandstone had a predominant thickness compared to the overlying formations.

The signal-to-noise ratio, i.e. the ratio of a signal to the level of background noise, was defined as the average measured head (or interface) value to the total standard deviation. The signal-to-noise ratio of the observations was low (Table 3) because uncertainties were high compared to the magnitude of the observations, which made parameter estimation challenging. As the uncertainties of coastal aquifer observations are high, due to many factors highlighted in Section 3.3, they should not be underestimated to avoid overfitting parameters to measurement error (which would reduce the predictive capacity of the model). However, conservative uncertainty estimates resulted in uncertainties so high that the observations could not be reliably differentiated from the noise and were unable to constrain model parameters. Thus, the uncertainties defined in our framework aimed to balance these effects. Since calibrated parameters were consistent with prior information, a suitable model-to-observation fit was obtained for the majority of observation groups and no overall model bias was noted for both freshwater head and interface observations, parameter estimation was considered successful. The implementation of weighted Tikhonov regularization prevented PEST from excessive reduction of model-to-measurement misfit.
Important observations were made when independently examining the residuals of observation groups. The assimilation of heads at pumping wells in the regional model was successful through the use of the MNW2 package with the Thiem (1906) correction (Section 3.3). Head and interface observations from deep open wells were biased (Fig. 5), possibly because of vertical flows (Shalev et al., 2009). The displacement of the salinity profile in a well due to borehole flows could indeed affect both the measurement of the interface elevation and the calculation of the freshwater head (through a modification of the average water density in the well, Eq. 5). For instance, an upward flow could result in a shallower observed interface elevation and a higher observed freshwater head (because of an artificially higher average water density) than the ones simulated for the aquifer, as shown respectively in Figures 5B and 5A. Therefore, parameter estimation should not be conducted against data from deep open wells alone, as this could bias model calibration. Characterizing the vertical flows through temperature or flow profiles could help evaluate the magnitude of the bias. Furthermore, acquiring and preprocessing heads at deep open wells was costly and time-consuming, but these were unable to constrain the calibration because of their low signal-to-noise ratios (Table 3). In contrast, not only were head observations from shallow wells easier to process, but they were more beneficial for calibration because of their higher signal-to-noise ratios. Finally, the dispersion of TDEM and ERT interface residuals (Fig. 5b) showed this data to be noisy and it was considered that fitting parameters to the mean of the geophysical observations (i.e. targeting little model bias) was an acceptable target rather than trying to fit each individual observation.

Parameter estimation resulted in a non-null correction factor for the density ratio. However, it should be noted that the applied correction factor was developed for lateral seawater intrusion (without upconing effects) and generally has not been used for freshwater lenses (Werner et al., 2017), in which both longitudinal and transverse dispersivity affect seawater intrusion.
5.3 Uncertainty analysis and data worth

This framework allowed to quantify the uncertainty of model forecasts of interest to water managers, and the large uncertainty reduction of forecasts during parameter estimation (Fig. 7) then demonstrated that model forecasts were constrained by the calibration process. This shows the importance of the parameter estimation framework in a decision-support context. It should be noted that the prior uncertainty of the forecasts was already informed by data, before the parameter estimation process was undertaken. Before assimilating the information contained in the calibration dataset, multiple site characterization data and expert knowledge were assimilated to develop the conceptual model and the parameterization scheme, and to inform the prior parameter values. This may explain why the observation dataset appeared to be redundant (Fig. 9), as the forecasts were already informed by the work preceding calibration. The results of the data worth analysis are somewhat specific to the context, as data worth is dependent on observation uncertainty, which can be site-specific and model-specific (Section 5.1), but also on the number and location of observations relative to the forecasts and to aquifer configuration. However, this investigation is valuable because data worth analyses of seawater intrusion models have traditionally focused on variable density and mostly synthetic models (Baker, 2010; Dausman et al., 2010a; Sanz and Voss, 2006; Shoemaker, 2004) and some conclusions can be generalized.

It was found that further characterization of the hydraulic conductivity field would most reduce forecast uncertainties, while further characterization of recharge and of transverse dispersivity (as a correction factor) would be less beneficial (Fig. 8). However, because of scaling effects and parameterization assumptions, it is difficult to quantify how field measurements can reduce prior parameter uncertainty (White et al., 2016) so conclusions are more easily drawn regarding
the worth of observations. Interface observations were essential to reduce predictive uncertainties (Fig. 9), even though they are much more uncertain than head observations (Table 3). This was expected for interface elevations at pumping wells, as the observations and predictions are of the same nature (interface elevations). Because pilot point parameterization was implemented onshore, the worth of direct vs TDEM vs ERT observations then depended on which observations were closest to the wells (Fig. A.1). Freshwater head observations from deep wells were the least effective observations for reducing predictive uncertainty, because of the high uncertainty resulting from conversion to freshwater head. For the total freshwater volume, interface observations were also crucial to reduce predictive uncertainties, with geophysical surveys being most informative (Fig. 9a). This is because the geophysical surveys provided a much greater number of interface observations compared to the total number of wells, and they provided observations for areas on the island otherwise uncharacterized by the wells (Fig. 1), giving an extensive view of the shape of the freshwater-seawater interface on the island.

5.4 Additional considerations on coastal aquifer observations

The data worth analysis (Section 5.2) showed that interface observations closest to the pumping wells were most informative of predictions of the interface at these wells. However, other aspects need to be considered for the design of a data collection strategy. For instance, it has been shown that deep open wells drilled near pumping wells present a risk of saltwater contamination for the pumping wells (Rotzoll, 2010). Also, TDEM data points can generally not be acquired too close to pumping wells, as they are affected by electromagnetic noise due to pumping and fencing installations. In our case, acquiring additional ERT transects close to the pumping wells might be useful to obtain additional interface observations.
The analysis of model residuals showed that freshwater head and interface observations from deep open wells were biased. However, having at least one deep open well on the study site was essential to estimate the approximate width of the transition zone: in the present study, a narrow transition zone oriented the choice of a sharp-interface model. It was also essential to observe the temporal variability of the transition zone, and in the study small variability led to the assimilation of ERT interface data outside of the reference period. Finally, for the assimilation of ERT interface observations, having at least one deep open well was important to choose a threshold resistivity defining ERT-derived interface elevations.

In order to assimilate ERT interface observations, it was critical to have at least one other type of interface observation (e.g. from deep open wells or from a TDEM survey) to define the threshold resistivity (Section 3.3). This threshold could depend on the lithology and choosing an arbitrary threshold with no means of verification could have biased the ERT interface observations. For example, using a threshold resistivity of 5 \(\Omega\cdot\text{m}\) instead of 15 \(\Omega\cdot\text{m}\) yielded mean interface elevations of -60 masl rather than -43 masl. Additionally, the choice of a fixed threshold relied on the reasonable assumption that the sandstone aquifer was relatively homogeneous and that resistivity spatial variations were due to salinity variations only, however reliable identification of such a threshold could be challenging in more heterogeneous aquifer systems (González-Quirós and Comte, 2020). It appears that the only interface observations that could have been used alone were TDEM data inverted with a limited-layer model. This might be the best alternative to constrain the calibration of sharp-interface seawater intrusion models, in cases where the interface depth is within the range of the depth of investigation and where the land cover is not too urbanized. Including interface data from several sources made the identification of TDEM outliers easier, and the uncertainty of the TDEM observations was defined based on the uncertainty of the other interface observations. More generally, assimilating multiple
interface observation types (at least two) seemed essential, due to the numerous uncertainties and possible biases associated with each of them. Having an area where all interface observations coexisted (e.g. having geophysical data points near a deep open well) was valuable to check for consistency, uncertainty and biases.

Finally, for future water level collection efforts, it was found that installing loggers in shallow freshwater wells was more beneficial than installing loggers in deep open wells, where the total uncertainty would remain high due to the uncertainty on average water density (Table 3). The assimilation of flow observations was not considered for this study, as none were available (no streams, no tracer tests). Hughes and White (2014), through the calculation of composite parameter sensitivities, inferred that their model parameters were informed by the head and flow observations in their dataset. In future research, it would be interesting to quantify the worth of flow observations, including observations of submarine groundwater discharge, for model calibration and for reducing predictive uncertainties.

A limit of this framework is that the interface elevation forecasts at cells containing pumping wells are not directly representative of the true interface elevation below wells. Just as the drawdown at pumping wells is averaged over the cell area, the upconing of the interface under the well is also averaged over the cell area. This effect was considered for simulated heads (with the MNW2 package), but the simulated interface should be corrected for this as well. Local hydraulic conductivities near pumping wells may also not be represented accurately by the regional model. Finally, the modeled interface should be corrected from neglected dispersion and diffusion effects, which are no longer negligible under pumping wells. These interface values should therefore be interpreted as indicative values. However, we still believe this regional model can prove a useful and informative tool for groundwater management decision-
support. The impact of uncertain storage parameters on forecast uncertainty was not accounted for, therefore this will need to be considered for transient simulations.

Table 5: Main conclusions on coastal aquifer observations, for data collection, parameter estimation and data worth.

<table>
<thead>
<tr>
<th>Observations</th>
<th>Main conclusions</th>
</tr>
</thead>
</table>
| Freshwater heads ($h_f$) | 1. Acquire and assimilate $h_f$ observations from shallow wells in priority (high signal-to-noise ratios), compared to $h_f$ observations from deep open wells (time-consuming preprocessing, bias, low signal-to-noise ratios)  
2. If their number is limited, placing pressure loggers in shallow wells reduces total uncertainty $\sigma_{hm}$ more than for deep open wells  
3. If available, assimilate $h_f$ observations from pumping wells using the MNW2 package and the Thiem (1906) correction |
| Interface elevations ($\zeta$) | 1. Implement a correction factor (e.g. Lu and Werner, 2013) to correct for the overestimation of seawater intrusion by the sharp-interface model  
2. Acquire $\zeta$ observations, as they are valuable to reduce model predictive uncertainty. TDEM and ERT surveys are especially valuable  
3. Acquire $\zeta$ observations as close as possible to pumping wells to lower the uncertainty on pumping well interface predictions (considering the risk of saltwater contamination posed by deep open wells and electromagnetic noise near pumping installations)  
4. Acquire $\zeta$ observations over different portions of the study area to lower the uncertainty on the freshwater volume prediction |
5. Assimilate at least two ζ observation types, as ζ observations at deep open wells are biased (vertical flows), ζ observations from ERT can be biased (if the threshold resistivity is incorrectly defined) and all ζ observations have a low signal-to-noise ratio.

6. Have an area where all ζ observations coexist to check for consistency, uncertainty and bias.

7. Use ζ observations at deep open wells and/or ζ observations from TDEM to define a threshold resistivity for ζ observations from ERT.

8. Geophysical data is noisy: during parameter estimation, aim for no model bias rather than fitting each observation individually.

9. Have at least one deep monitoring well on the study site, to guide the choice of the model and data assimilation.

All

1. Coastal aquifer observations have a low signal-to-noise ratio: evaluate uncertainties of observation groups adequately and implement weighted Tikhonov regularization, to avoid overfitting to measurement errors (if uncertainties are too low) while allowing flexibility for parameter estimation (if uncertainties are too high).

2. Parameter estimation should not be conducted against data from deep open wells alone, as this data is biased by vertical flows which could bias model calibration.

6 Conclusions
Using multiple head and interface observations from various well types and geophysical surveys, parameter estimation of the sharp-interface model was carried out successfully, and provided the basis for a linear-based uncertainty analysis. It was demonstrated that parameter estimation led to an important decrease in predictive uncertainty for two important decision-support model forecasts: the volume of freshwater and interface elevations near municipal pumping wells. The methodology that was developed in the study is relatively straightforward, showing that parameter estimation and linear uncertainty analysis could be carried out more systematically for regional sharp-interface models developed for decision-support. The complete framework is highly reproducible as it was scripted using Python (open-source and documented packages) and it is shared in the Supplementary Material. It could be implemented in multiple other coastal areas, as it was developed for a common hydrogeological setting (an unconfined aquifer), it used typical coastal aquifer observations from wells and geophysical surveys and it examined typical seawater intrusion model forecasts.

The analysis of residual errors and a data worth analysis provided further insight on data assimilation for sharp-interface models. Interface observations were critical to reduce predictive uncertainties, especially geophysical observations as they provided a large number of data points and a wide spatial coverage. While deep open wells were essential to select a sharp-interface approach (through the identification of a narrow transition zone), preprocessed heads and interface observations from these wells were biased, which deterred their reproduction by the model. All coastal aquifer observations had a low signal-to-noise ratio, requiring a careful evaluation of measurement uncertainties. These findings can help guide future data assimilation and data collection efforts in similar contexts.

To conclude, this study highlighted several advantages of the sharp-interface approach for modeling regional seawater intrusion, compared to the variable density approach. Fast model
run times allowed to conduct parameter estimation (yielding minimum error variance
predictions) and uncertainty analysis (quantifying predictive uncertainties and their sources).
Also, in relatively homogeneous aquifers with a narrow transition zone, extracting interface
observations from geophysical data is more straightforward, and likely as reliable, than
extracting salinity observations from geophysical data, as is usually done for the calibration of
variable density models. Further applications of this sharp-interface approach are being
explored, for example its use for municipal pumping optimization and to explore climate
projections. In future research, predictive uncertainties could be evaluated using non-linear
uncertainty analysis methods. The uncertainty of the interface elevation modeled at municipal
wells is being explored in more detail. Although this methodology was developed for a
freshwater lens, the findings are transferable to continental settings (with lateral seawater
intrusion only) and the location of the toe of the saltwater wedge could be explored as an
additional model forecast.
Appendices

Fig. A.1 Percent decrease in prior forecast uncertainty (standard deviation $\sigma_{\text{prior}}$) when an individual observation is added to the initially empty calibration dataset, for the interface elevation in the model cell containing municipal well no. 1 ($\zeta_{\text{muni},1}$).

Appendix A Conversion of point water heads to freshwater heads in deep open wells

Downhole electrical conductivity and temperature profiles are used to estimate water density profiles, using the UNESCO 1980 equation of state (Post, 2012). The average density of the water column is then estimated using Eq. (A.1) (Post et al., 2018b):

$$\rho_a = \frac{\int_{z_1}^{z_n} \rho(z_d) dz_d}{D} \quad \text{Eq. (A.1)}$$

where $\rho_a$ is the average density in the water column between the first and last density measurements (kg/m$^3$), the numerator represents the integration of density measurements $\rho$ (kg/m$^3$) at elevations $z_d$ (masl), between the first and last density measurements (at elevations $z_1$ and $z_n$), and $D$ is the distance between the first and last density measurements (m). The average density $\rho_a$ is then used in Eq. 5. Table A.1 summarizes the principal parameters intervening in Eq. 5 for the study site’s 7 deep open wells.

Table A.1 Conversion of measured heads to freshwater heads in the island’s deep open wells and associated uncertainties. Freshwater heads ($h_f$) are calculated from measured heads ($h$), average water density ($\rho_a$) and the bottom elevation of the open or screened interval ($z_b$), using Eq. 5. The uncertainties $\sigma_{\rho_a}$, $\sigma_{zb}$, and $\sigma_{hm}$ are defined in Table 2 and $\sigma_{hfm}$ is calculated following the method in Post et al. (2018b). Freshwater heads are systematically higher than point water heads and the highest freshwater heads are obtained at wells intersecting larger portions of saline groundwater. Wells pz01, pz02, pz03 and pz04 are located in a transect perpendicular to...
the coast and a seaward horizontal gradient can be observed after conversion to freshwater heads.

<table>
<thead>
<tr>
<th>Well name</th>
<th>( \rho_a \pm \sigma_{\rho_a} ) (kg/m(^3))</th>
<th>( z_b \pm \sigma_{zb} ) (masl)</th>
<th>( h \pm \sigma_{hm} ) (masl)</th>
<th>( h_i ) (masl)</th>
<th>( \sigma_{hfm} ) (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>pz01</td>
<td>1009 ± 2</td>
<td>-96.05 ± 0.0375</td>
<td>1.24 ± 0.0375</td>
<td>2.14</td>
<td>0.20</td>
</tr>
<tr>
<td>pz02</td>
<td>1009 ± 2</td>
<td>-76.78 ± 0.0375</td>
<td>1.12 ± 0.0375</td>
<td>1.97</td>
<td>0.16</td>
</tr>
<tr>
<td>pz03</td>
<td>1005 ± 2</td>
<td>-59.11 ± 0.0375</td>
<td>1.07 ± 0.0375</td>
<td>1.59</td>
<td>0.12</td>
</tr>
<tr>
<td>pz04</td>
<td>1008 ± 2</td>
<td>-56.21 ± 0.0375</td>
<td>0.81 ± 0.0375</td>
<td>1.58</td>
<td>0.12</td>
</tr>
<tr>
<td>pz05</td>
<td>1011 ± 2</td>
<td>-76.28 ± 0.0375</td>
<td>0.87 ± 0.0375</td>
<td>1.73</td>
<td>0.16</td>
</tr>
<tr>
<td>pz07</td>
<td>1003 ± 2</td>
<td>-84.71 ± 1</td>
<td>1.15 ± 0.0375</td>
<td>1.44</td>
<td>0.17</td>
</tr>
<tr>
<td>pz08</td>
<td>1010 ± 2</td>
<td>-73.84 ± 1</td>
<td>0.7 ± 0.0375</td>
<td>1.43</td>
<td>0.15</td>
</tr>
</tbody>
</table>

**Appendix B** Calculation of temporal aggregation uncertainty

The temporal aggregation uncertainty \( \sigma_{\text{temp}} \) represents the uncertainty in a mean value, resulting from averaging observations over a given time period. It is estimated by calculating the standard deviation of the mean. This method was described by Hughes and Hase (2010) and is rewritten here for head observations. It is the same method for interface observations. For a given well, a mean head value \( \bar{h} \) (m) can be calculated from the arithmetic mean of individual head observations acquired at different times (Eq. (A.2)):

\[
\bar{h} = \frac{1}{N} \sum_{i=1}^{N} h_i
\]

*Eq. (A.2)*

where \( N \) is the total number of head observations \( h_i \) (m) made at the well during the time period. The standard deviation \( \sigma_{h_{\text{temp}}} \) (m) of the head observations at the well can be calculated using Eq. (A.3):
The less the number of head observations available at the well, the greater the uncertainty in
the calculated mean. A standard deviation of the mean $\sigma_{\bar{h}}$ (m), also named standard error, can
be calculated to evaluate this uncertainty, using Eq. (A.4):

$$\sigma_{\bar{h}} = \frac{\sigma_{N-1}}{\sqrt{N}} \quad Eq. \ (A.4)$$

As the number of head observations in the well increases, the uncertainty in the mean $\sigma_{\bar{h}}$
decreases. However, for small sample sizes, Eq. (A.4) cannot be used, as this would result in a
standard deviation of the mean equal to the standard deviation of the measurements. A
threshold of six observations was chosen, over which the error on $\sigma_{\bar{h}}$ is smaller than 32%
(Hughes and Hase, 2010, Eq. 2.8) i.e. $\sigma_{\bar{h}}$ continues to reflect a 68% confidence interval. Under
this threshold, the uncertainty in the mean was defined as an average uncertainty $\sigma_a$ (m). $\sigma_a$
represents the global variability of head observations in all wells and was calculated as the
square-root of the mean of all head variances in the model (Hughes and Hase, 2010). Therefore,
the uncertainty due to temporal aggregation $\sigma_{\text{temp}}$ (m) was defined using Eq. (A.5):

$$\begin{cases} 
\sigma_{\text{temp}} = \sigma_{\bar{h}} & \text{if } N \geq 6 \\
\sigma_{\text{temp}} = \sigma_a & \text{if } N < 6 
\end{cases} \quad Eq. \ (A.5)$$
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Highlights

- A regional seawater intrusion model was built using the SWI2 sharp-interface code
- Head and interface observations from wells and geophysical surveys were assimilated
- Fast run times enabled parameter estimation and linear-based uncertainty analysis
- Parameter estimation reduced the uncertainty of decision-support model forecasts
- Geophysical interface observations were essential to reduce predictive uncertainty