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ABSTRACT
You’ve just read the first sentence of this paper. Would you have read it if some butterfly in Brazil had had some extra nectar for breakfast? You probably think so. But this trivial observation apparently has very dramatic consequences. For instance, it seems to imply that you would have read that very sentence even if someone had offered you $1.000.000 not to do so. This paper is about what thus looks like a paradox in that a counterintuitive conclusion can seemingly be derived from plausible premises and assumptions. The key is to recognise that ‘you would have read the sentence if the butterfly had feasted’ admits of distinct readings: one on which it is false, which is the traditional counterfactual implying causal relevance, and another on which it is true, which we call an irrelevant semifactual. While a fully satisfactory solution would need to develop and defend a semantic analysis of such conditional sentences, our modest aim is merely to sketch how the paradox might be solved. The underpinning theoretical work is for a different paper.
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You’ve just read the first sentence of this paper. Would you have read it if some butterfly in Brazil had had some extra nectar for breakfast? You – and most other sensible people – probably think so. True, small deviations from the actual course of events may bring about more widespread and dramatic changes.1 Many things could be affected by such an extra nectar intake. But not everything. Many other things would remain unaffected, including the fact that you just read the first sentence of this paper.2
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1As witnessed by the so-called butterfly effect. See Lorenz (1963).

2If you are sceptic, feel free to tighten up the time index for the consequent until you feel confident, e.g., the butterfly had the extra nectar only a few minutes or seconds prior to your reading.
However, this trivial observation apparently has very dramatic consequences. For instance, it seems to imply that you would have read that very sentence no matter what – even if, say, someone had offered you $1,000,000 not to do so.

This paper is about what thus looks like a paradox in that a counterintuitive conclusion can seemingly be derived from plausible premises and assumptions. The plan is as follows. In (§1) it is explained why you would have read the sentence even if our butterfly had had an extra breakfast, and then in (§2) why it follows that you would have read it no matter what. The key is in (§3) to recognise that our counterfactual, and others like it, admit of distinct readings: one on which it is false, and another on which it is true, that you would have read the sentence if the butterfly had feasted. While a fully satisfactory solution would need to develop and defend a semantic analysis of such conditional sentences, our modest aim is merely to sketch how the paradox might be solved. The underpinning theoretical work is for a different paper.

1. Why you would

Why, then, is it that you would have read the first sentence even if some Brazilian butterfly had drunk a bit more nectar? As hinted at above, the intuitive answer is that the behaviour of the butterfly is completely irrelevant when considering what might have prevented you from doing so. Your reading – and a whole lot of other things, for that matter – would still have taken place regardless of whether the butterfly had or had not feasted. When it comes to your reading, the eating habits of a remote butterfly is simply neither here nor there.

In slightly more technical parlance, let an ‘irrelevant semifactual’ be a counterfactual with a true consequent C (hence semifactuals) where the antecedent A is irrelevant to the truth of C (hence irrelevant semifactuals). A defining feature of irrelevant semifactuals is the following equivalence:

(E) \( A > C \) is an irrelevant semifactual if and only if \( \neg A > C \) is an irrelevant semifactual.

For we evaluate the truth of \( A > C \) and \( \neg A > C \) by considering the antecedent while holding fixed as much as possible about the rest of the world (staying as close as possible to the actual world).\(^3\) And since,

\(^3\)See e.g. Kwart (1986, 44). These intuitions are nicely mirrored in the standard Lewis/Stalnaker semantics for counterfactuals according to which a counterfactual \( A > C \) is true at a world iff all the closest A-
by hypothesis, C is unrelated to A, the assumption of A, or ¬A, will change nothing with respect to C. Hence, if C is true in the actual world, C is also true both in the closest A-worlds and in the closest ¬A-worlds. Thus, A’s irrelevance to some true C ensures the truth of both A > C and ¬A > C.\(^4\)

In support of this line of thinking, we may cite the example of Morgenbesser’s coin.\(^5\) Someone tosses an indeterministic coin and, while the coin is in mid-air, offers you good odds that it will land heads. You refuse, and the coin lands heads. It is now intuitively true that:

(1) If you had bet heads, you would have won.

And (1) owes its truth to the following irrelevant semifactual:

(2) If you had bet heads, the coin would still have landed heads.

The idea is, again, that the antecedent (your betting) is irrelevant to the de facto true consequent (the coin landing heads), and so, the irrelevant semifactual (2) should be evaluated as true. So should the semifactual:

(3) If you had not bet heads, the coin would still have landed heads.

After all, your betting behaviour, whatever it may be, does not influence the trajectory of the coin. In short, irrelevant semifactuals are always true:

(4) \((C \land (A \text{ is irrelevant to } C)) \rightarrow (A > C)\).\(^6\)

If C is true, and A is irrelevant to the truth of C, C would still have been the case if A had been the case. As a special instance of (4) we get: if you did in fact read the first sentence of this paper, and the eating habits of some Brazilian butterfly is irrelevant to your reading, then you would have read the first sentence if that Brazilian butterfly had had an extra breakfast.
2. Why you would not

The key intuition why you would have read the first sentence despite the butterfly's feasting is thus captured by (4), i.e. that irrelevant semifactuals are always true. But now the question is what ‘A is irrelevant to C’ in (4) means. One very natural way of characterising what it is for A to be irrelevant to C is to say that whether C occurred is causally independent of whether A occurred; indeed, the two examples in (§1) of the butterfly and of coin-flipping involve precisely a causal conception of irrelevance. Schaffer (2004), Edgington (2004) and Bennett (2003, 234-7) all take ‘irrelevancy’ to be understood as causal independence in this sense. 7

How then should ‘causal independence’ be understood? Well, causal dependence is typically spelled out as counterfactual dependence, following Lewis’ (1973; 1986)8 proposal that:

\[(5) \ C\text{ is causally dependent on } A\text{ if and only if } (A > C) \land (\neg A > \neg C).\]

If ‘relevance’ is interpreted as causal dependence in this Lewisian sense, irrelevance should be expressed as the negation of the conjunction in (5):

\[(6) \neg((A > C) \land (\neg A > \neg C)).\]

At this point one may worry that (5) fails to adequately characterise causal relevance (and hence that (6) fails to capture causal irrelevance). The reason would be that \((A > C) \land (\neg A > \neg C)\) is sufficient, but not necessary, for causal relevance. Suppose soldier S shoots and kills a convict, but had S not fired his rifle, S* would have fired hers and killed the convict. While both take aim, S* desists when seeing that S has already pulled the trigger. The problem is that the second conjunct of \((A > C) \land (\neg A > \neg C)\) is false when A stands for ‘S shoots’ and C for ‘victim is killed’. The reply is that the intuition elicited by such pre-emption cases pertains to causation proper rather than the different notion of relevance as causal dependence. And there’s no reason why \((A > C) \land (\neg A > \neg C)\) cannot characterise the latter.9 Yablo (1992; 1997; 2003) is a case in point.

---

7 There are of course other notions of (ir)relevance in the literature, such as metaphysical, epistemic, or semantic (ir)relevance, but these shall not detain us here, as our paradox clearly pertains to a causal notion.

8 Lewis (op. cit.) required that A and C be numerically distinct and actually occurring events, and that the counterfactuals not be backtracking.

9 Indeed, as Lewis (1973) himself observed, causal dependence is sufficient, but not necessary, for causation. For while causation is transitive, causal dependence is not. To overcome this problem Lewis (op. cit.) defined causation in terms of the ancestral of causal dependence: C causes distinct event E if and...
Without endorsing his specific account, the reasoning is illustrative of the distinctions we wish to draw. He imposes a *proportionality constraint* on causation, which says that a cause must be specific enough but not too specific for its effect. Now consider Shoemaker’s (2007, 14) pigeon Alice, who is conditioned to peck at scarlet to the exclusion of other shades of red. Suppose she is presented with a scarlet chip. Scarlet-ness is the best candidate for a cause, screening off redness for not being specific enough. But, by being causally necessary, redness is still relevant to the pecking. Importantly, both counterfactuals in (5) are true: (redness > pecking) is automatically true given that redness is an actually instantiated property and the pecking is an actually occurring event, and (¬redness > ¬pecking) is also true in that redness is necessitated by scarlet-ness, which causes the pecking. The example thus serves to illustrate that the distinct notion of relevance can do important explanatory work when understood counterfactually as in (5). 10

With the foregoing in mind, we can now proceed to rephrase (4) as:

\[(4^*) \ (C \land \neg((A \land C) \land (\neg A \land \neg C))) \rightarrow (A \land C)\]

However, (4*) entails what we shall call *Strengthened Conjunction Conditionalization* (SCC)11:

\[(7) \ C \rightarrow (A \land C)\]

To see this, assume the *first* conjunct in the antecedent of (4*):

\[(8) \ C\]

---

only if there is a chain of causal dependences between C and E. As is familiar, he later (2000) refined this account in terms of a pattern of counterfactual dependence of alterations of E upon alterations of C. We shall continue to restrict causal dependence, and hence relevance, to whether-whether counterfactuals, but everything we say would apply *mutatis mutandis*, were we to include the when-when and how-how counterfactuals that also are part of Lewis’ notion of influence.

10In fact, (5) can also handle Yablo’s (1992, 257) case of pigeon Sophie who is trained to peck at red to the exclusion of other colours. She also pecks upon being shown a scarlet chip, but in this case, redness is the cause, screening off scarlet-ness for being too specific. But scarlet-ness is still relevant to the pecking, in the sense of being causally sufficient (without being a sufficient cause). Scarlet-ness necessitates redness which causes the pecking. Again, both counterfactuals in (5) are true: (scarlet-ness > pecking) is automatically true for the same reason as before, and (¬scarlet-ness > ¬pecking) is also true, at least if we follow Lewis’ recommendation (1973; 2000), cf. Bennett (2003), that such counterfactuals should be given a deletion, rather than a replacement, reading. That is to say, the closest world in which the antecedent is true is not a world in which the chip is some other specific shade of red, but rather one in which it is no particular colour, and in such a world there is no pecking.

11For more on *Conjunction Conditionalization* \( (A \land C) \rightarrow (A \land C) \), see Walters and Williams (2013).
Assume then, for *reductio*, that the consequent in \((4^*)\) is false:

\[(9) \neg (A > C)\]

Then, by *modus tollens*, the antecedent in \((4^*)\) must be false too. But according to \((8)\), the first conjunct in the antecedent is *true*. Hence, the *second* conjunct must be false:

\[(10) \neg \neg ((A > C) \land (\neg A > \neg C))\]

By double negation elimination, this leads to:

\[(11) (A > C) \land (\neg A > \neg C)\]

However, the first conjunct in \((11)\), and thus \((11)\) itself, contradicts \((9)\). Hence, the assumption in \((9)\) must be false:

\[(12) \neg \neg (A > C)\]

So, by double negation elimination, we get:

\[(13) A > C\]

This proves that \((13)\) is true if assumption \((8)\) is. That is, by conditional proof, we can infer \((SCC)\):

\[(14) C \rightarrow (A > C)\]

It follows that if ‘irrelevance’ is interpreted as causal independence, endorsement of \((4)\) commits one to \((SCC)\). But the problem is now that \((SCC)\) is a *highly implausible* principle;\(^\text{13}\) adopting it nearly collapses the entire semantics for counterfactuals to the truth-functional semantics characterising the material conditional. Thus, counterfactuals with true consequents, and counterfactuals with false consequents and true

\(^{12}\)A more succinct, but also less easily comprehensible, proof of \((SCC)\) from \((4^*)\) goes as follows: Suppose that \(C\) is true, but \(A > C\) is false. Then it holds that \(C \land \neg (A > C)\), which immediately implies that \(C \land \neg ((A > C) \land (\neg A > \neg C))\). But then \((4^*)\) implies that \(A > C\), which contradicts the *reductio* hypothesis. Thanks to an anonymous referee.

\(^{13}\)And besides, \((SCC)\) threatens – like *Conjunction Conditionalization* \((A \land C) \rightarrow (A > C)\) does – to render counterfactuals infelicitous for their various theoretical tasks in conditional theories of knowledge, disposition, mind, aesthetics, etc.
antecedents, will receive the same truth value as their material cousins do. Only counterfactuals with false antecedents and false consequents will potentially differ in truth value from the corresponding material conditional.

(SCC) claims that when C as a matter of fact is the case, C would have been the case no matter what. For any A – regardless of whether A is relevant or irrelevant to C – whenever C is actually true, C would have been the case if A had been the case. For instance, given that you did read the first sentence of this paper, (SCC) dictates that you would have read it come what may. Apart from a somewhat deterministic flavour, it faces you with a glitch in practical reasoning in that you would have read the first sentence even if someone had offered you $1,000,000 not to do so. Even worse: if you had not read the first sentence, then you had indeed read that sentence.

At this juncture, two distinct, but related, worries spring to mind. The first is that if, as we propose, the causal dependence of C on A is best understood as the conjunction (A > C) ∧ (¬A > ¬C), then causal independence should be understood, not as in (6), i.e. the negation of the conjunction, but as the negation of both conjuncts: ¬(A > C) ∧ ¬(¬A > ¬C). In other words, if C is causally independent of A, then A is neither causally sufficient nor causally necessary for C.14 Suppose that (6) is true but only because one of the conjuncts is false. Then, even if C may not be causally dependent on A, at least by the definition in (5), it’s far from clear that C is causally independent of A. This may generally be the case for background conditions, which are necessary, but insufficient, to bring about an effect, e.g. the presence of oxygen (A) is not causally sufficient for the lighting of a match (C), and so the first conjunct in (6) A > C is false, but if oxygen is absent, the match would not light, and so the second conjunct in (6) ¬A > ¬C is true. In this case we would say that the presence of oxygen is causally relevant to, but not causally sufficient for, the lighting of the match. If that is correct, (6) does not capture our intuitive notion of causal irrelevance. (6) should rather be expressed as the negation of both conjuncts:

(6*) ¬(A > C) ∧ ¬(¬A > ¬C)

And, accordingly, (4) should be rephrased, not as (4*), but as:

14 Thanks to an anonymous referee for raising this point.
We do not share this worry. In our opinion, (6) is the most appropriate expression of irrelevance. We believe that (5) offers a plausible account of relevance, and we take two events to be irrelevant to each other just in case they are not relevant to each other, where these are all causal notions. However, rather than arguing for this claim, it suffices to show – for our purposes – that nothing much hangs on it. If you happen to favour (6*) as the most appropriate formulation of irrelevance, you will still, by standard Lewisian logic, find yourself stuck with the unpalatable (SCC). The reason is simply that (SCC) also follows from (4**). Here’s how. Assume the first conjunct in the antecedent of (4**):

\((4**) (C \land (\neg(A > C) \land \neg(\neg A > \neg C))) \rightarrow (A > C)\)

Assume then, for reductio, that the consequent in (4**) is false:

\((16) \neg (A > C)\)

Then, by modus tollens, the antecedent in (4**) must be false too. But according to (15), the first conjunct in that antecedent is true. Hence, its second conjunct must be false:

\((17) \neg(\neg(A > C) \land \neg(\neg A > \neg C))\)

Note that (17) is also a negation of a conjunction, which means that at least one of its embedded conjuncts must be false. (16) suggests that it is the second conjunct. By double negation elimination, this leads to:

\((18) \neg A > \neg C\)

Assume then, for reductio, that A is false:

\((19) \neg A\)

By counterfactual modus ponens, this leads to:

\((20) \neg C\)
However, (20) contradicts (15). Hence, the assumption in (19) must be false, and so by double negation elimination, this gives us:

(21) \( A \)

Now, by applying conjunction conditionalisation (CC) on (21) and (15) we get:

(22) \( A \land C \rightarrow A \land C \)

This proves that the assumption in (16) is false and hence, by double negation, that (22) is true if the assumption (15) is true. That is, by conditional proof we can infer (SCC):

(23) \( C \rightarrow (A \supset C) \)

The second, related worry arises from the fact that we are interested in semifactuals with irrelevant antecedents, which are evaluated by considering whether the occurrence of \( A \) would, or would not, have causally prevented \( C \) from occurring. Hence, the appropriate notion of (ir)relevance should be negative: \( A \) is negatively relevant to \( C \) just in case the occurrence of \( A \) would causally prevent \( C \) from occurring; otherwise, \( A \) is irrelevant to \( C \). But we interpret relevance positively, as causal dependence of \( C \) on \( A \), cashed out counterfactually as in (5). Moreover, if such notion of negative (ir)relevance is adopted, one may suspect that our paradox is a non-starter, because the absurd (SCC) may no longer be derived from a corresponding version of (4), i.e. \( C \land (A \land (A \land (A \land C)) \supset A \land C)) \rightarrow (A \land C) \).

The point is well taken, but the first question is how to understand the envisaged notion of negative relevance to do with \( A \) causally preventing \( C \). Here is a proposal that naturally springs to mind: \( A \) causally prevents \( C \) if and only if \( A \) caused \( \neg C \). That is, for \( A \) to prevent \( C \) is for \( A \) to cause the absence of \( C \), rather than for \( A \) not to cause the presence of \( C \). On Lewis’ view, such absences, or omissions in particular, as non-occurrences of events, are not themselves events, but they can still feature as causal relata. It is thus still the case on his view that causation involving absences is a matter of a chain of causal dependences. That means we

---

15We are grateful to an anonymous referee for alerting us to this objection.

16Indeed, on Lewis’ view, their causal efficacy is grounded in true counterfactuals. For instance, the gardener failing to water the plants caused them to die, because they would not have died, had the gardener watered them.
should continue to use counterfactuals to flesh out prevention, and hence the notion of negative relevance; the only difference is that $C$ is a non-occurrence of an event: $A$ causally prevents $C$, i.e. $C$ is negatively relevant to $A$, if and only if $A > \neg C \land \neg A > C$. The next question is now whether we can deduce the unpalatable (SCC) $C \rightarrow (A > C)$ from $(C \land (A$ is negatively irrelevant to $C)) \rightarrow (A > C)$, where negative irrelevance is the negation of negative relevance: $\neg((A > \neg C \land \neg A > C))$. Basically, to say that $A$ is not negatively relevant to $C$ is to say that it’s not the case that the occurrence of $A$ would prevent $C$ from occurring. Consider again (4), but where irrelevance is understood in this negative sense:

$$(4^{***}) \ (C \land \neg((A > \neg C) \land (\neg A > C))) \rightarrow (A > C)$$

Now recall from (§1) the equivalence:

$$(E) \ A > C \text{ is an irrelevant semifactual if and only if } \neg A > C \text{ is an irrelevant semifactual}$$

$(E)$ means that $A$’s irrelevance to some true $C$ ensures the truth of both $A > C$ and $\neg A > C$. Given these defining features of irrelevant semifactuals, we can safely expand on the consequent in $(4^{***})$:

---

17 Maybe our objector has a different notion of negative relevance in mind according to which $A$ can be negatively relevant to $C$ despite lack of causal dependence between $A$ and not-$C$ and not-$A$ and $C$, i.e., even if $\neg((A > \neg C) \land (\neg A > C))$. Suppose for instance that our Brazilian butterfly would have flapped its wings in order to get some extra nectar and so, via some butterfly effect, caused a storm outside your window. Suppose furthermore that you are slightly more likely not to read philosophy papers when it is windy. In that case the feasting would not have prevented you from reading the first sentence of this paper. There would still be no causal dependency between the feasting and your not reading. Nevertheless, the feasting would have slightly decreased the objective probability that you did so and in that sense been negatively relevant to the reading. The worry can be rephrased thus: $A$ may be either strongly and weakly negatively relevant to $C$, where $\neg((A > \neg C) \land (\neg A > C))$ only rules out strong negative relevance. The reply is that a more precise definition of irrelevant semifactuals likewise should be offered in terms of strong (ir-)relevance; that is, as counterfactuals with true consequents where the antecedent is not strongly relevant for the consequent (in the negative sense specified). Such counterfactuals are always true. Obviously, much more needs to be said about the exact borderline between strong and weak relevance. How much, exactly, must $A$ decrease the objective probability of $C$ in order to constitute counterfactual, and hence causal, dependence between $A$ and not-$C$ to qualify as strongly relevant? For present purposes, it will suffice to constrain the domain of $A$ and $C$ to instances where $A$ is strongly (ir-)relevant to $C$. Henceforth, ‘(ir-)relevance’ should thus be understood as shorthand for ‘strong (ir-)relevance’.

18 Again, one may worry that negative irrelevance may be better captured as negative causal independence: $\neg((A > \neg C) \land (\neg A > C))$; rather than as lack of negative causal dependence: $\neg((A > \neg C) \land (\neg A > C))$. We do not share this worry. But, again, it suffices to stress that nothing essentially hangs on this: (SCC) also follows from (4) when rephrased in terms of negative causal independence. To see this, work through step (24) to (28) below but with the amendments added above in steps (17) to (23). Thanks to an anonymous referee for raising this point.
\[(4^{****}) \ (C \land \lnot(A > \lnot C) \land (\lnot A > C)) \rightarrow ((A > C) \land (\lnot A > C))^{19}\]

With \((4^{****})\) in mind, assume now for *reductio*:

\[(24) \ C \land \lnot(\lnot A > C)\]

From (24) we can infer the negation of the consequent of \((4^{****})\):

\[(25) \lnot((A > C) \land (\lnot A > C))\]

And given the first conjunct \(C\) from (24), the negation of the second conjunct in the antecedent of \((4^{****})\) follows via double negation elimination:

\[(26) \ (A > \lnot C) \land (\lnot A > C)\]

From (26) we can infer:

\[(27) \ (\lnot A > C)\]

But reflect that (27) contradicts our assumption in (24), which is therefore false:

\[(28) \ C \rightarrow (\lnot A > C)\]

In sum, \((SCC) \ C \rightarrow (A > C)\) *does follow* from \((C \land (A \text{ is negatively irrelevant to } C)) \rightarrow (A > C))^{20}. Because the notion of negative (ir)relevance therefore makes no difference to our proof, we shall revert to our original – simpler and more familiar – conception of relevance as Lewis-style causal dependence, namely:

---

\(^{19}\)One may worry that (E) is inconsistent with \((4^{***})\) since they together lead to \((4^{****})\). The reason is that \((4^{****})\) apparently commits us to:

\[(E^*) \ C \land (\lnot(A > \lnot C) \land (\lnot A > C)) \text{ if and only if } C \land \lnot((\lnot A > \lnot C) \land (A > C)),\]

which simply cannot be true. Consider \(A\) and \(C\) such if \(A\) were the case, \(C\) would be the case, and if \(A\) were not the case, \(C\) would not be the case. In other words, \(A > C\) and \(\lnot A > \lnot C\). Suppose furthermore that \(C\) is true. Surely, such \(A\) and \(C\) must be possible. But then it is easy to see that \(\lnot A\) is *not* negatively irrelevant to \(C\) (since it is true that \(A > C\) and that \(\lnot A > \lnot C\)), but that \(A\) is negatively irrelevant to \(C\) (it is neither true that \(A > \lnot C\) nor that \(\lnot A > C\)). This means that \((E^*)\) is false in this case.

This worry, which we owe to an anonymous referee, regarding \((E^*)\) is real. However, the good news is that \((E^*)\) does not follow from \((4^{****})\). In order to derive \((E^*)\) from \((4^{****})\), an additional assumption is needed:

\[(#4^{***}) \ C \land \lnot((A > \lnot C) \land (\lnot A > C)) \leftrightarrow A > C\]

And, to be sure, \((#4^{***})\) is certainly not an assumption that we share. Furthermore, to argue for something like \((#4^{***})\) would seem to be futile, unless one from the outset adopts the idea that semifactuals are governed by a semantics distinct from that governing traditional counterfactuals.

\(^{20}\)To be clear, (28) is a substitution instance of \((SCC)\).
(5) \( C \) is causally dependent on \( A \) if and only if \( (A > C) \land (\neg A > \neg C) \).

These considerations put (4*) or any of (4**), (4***), (4****) – and hence (4) – under a fair amount of pressure. But (4) is, recall, a way of formalising what essentially drives the intuition from (§1) that you would have read the sentence if the butterfly had feasted, namely that such a conditional holds whenever the antecedent is irrelevant to a true consequent. Giving up (4) seems to completely undermine the rationale for thinking that you would have read that sentence regardless. So maybe you would not – after all – have read that sentence if the butterfly had had an extra nectar.\(^{21}\)

3. Why you both would and wouldn’t

Our proposed solution to this unpleasant dilemma is to claim that you both would and wouldn’t have read the first sentence if the butterfly had feasted. Or, more precisely, that the conditional in question is ambiguous (in a manner to be specified below). In one sense it is true; in another false. There is, in fact, a clear sense in which it is false that you would have read the sentence if the butterfly had feasted. To see this, consider:

(29) If I had told you a joke, I would have received a large fine.

(29) is arguably false, as there is no causally relevant dependence between joke telling and being fined. The implication that (29) carries any such connection is simply false. However, we could also argue that (29) is true. Assume that I have indeed received a large fine (due to parking illegally) and then ask yourself: would I have been fined, had I told you a joke? Given the actual truth of the consequent, and since telling you a joke would have done nothing by way of changing that fact, had I told you a joke, I would still have been fined. A natural way to explicate the two readings – on which it is respectively false and true – is to qualify the consequent:

(29*) If I had told you a joke, I would consequently have received a large fine.

(29**) If I had told you a joke, I would still have received a large fine.

\(^{21}\)Strictly speaking, to deny (4) where \( C \) is true and irrelevant to \( A \) is to claim that \( \neg(A > C) \). But, as Williams (2010) observes, \( \neg(A > C) \) and \( (A > \neg C) \) are naturally treated as equivalent when the antecedent is possibly true.
With that in mind, consider now:

(30) If some Brazilian butterfly had had some extra nectar for breakfast, you would have read the first sentence of this paper, which equally admits of similarly distinct readings – one that implies a causal dependence between antecedent and consequent, and one that does not:

(30*) If some Brazilian butterfly had had some extra nectar for breakfast, you would consequently have read the first sentence of this paper.
(30**) If some Brazilian butterfly had had some extra nectar for breakfast, you would still have read the first sentence of this paper.

To see this, suppose you skipped the first sentence of this paper. Thus, you jump directly to the question posed in the second sentence: ‘Would you have read the first sentence, if some butterfly in Brazil had had some extra nectar for breakfast?’ In that case, you would probably find the continuation most disagreeable: ‘You – and most other sensible people – probably think so’. And the reason for this is that you now consider (30*). That is, you take the antecedent and the consequent to be false, and then consider whether the truth of the antecedent would have brought about the truth of the consequent. Since there is no causally relevant connection between antecedent and consequent, this is not the case and, accordingly, you (and most other sensible people) take (30*) to be false.

As things turned out, you did read the first sentence. Thus, when confronted with the question in the second sentence, you ponder whether (30**) is true. That is, you take the consequent to be true and consider whether it would still have been so if the antecedent had obtained, i.e. whether the obtaining of the antecedent would have prevented the consequence from obtaining. And since there is no causally relevant connection between antecedent and consequent, that is not the case and, accordingly, you take the irrelevant semifactual (30**) to be true.

The final question is how this semantic distinction actually solves the paradox. In order to spell this out in detail, it will prove useful to introduce some new notation. Let small arrow ($A \rightarrow C$) stand for semifactuals such as in (29**) and (30**), expressing that $C$ would still happen, if $A$

\[22\text{Thanks to an anonymous referee for requesting (and sketching) an answer to this question.}\]
occurred; and let big arrow \((A > C)\) stand for traditional counterfactuals such as in (29*) and (30*), expressing that \(C\) would happen if, and as a consequence of, \(A\). So far, we have used \((A > C)\) to formalise both semifactuals and counterfactuals, but henceforth we shall reserve it to denote the latter. With that in mind, reconsider (4*). On the one hand, it should be obvious that (4*) is meant to be a principle for the introduction of semifactuals (more precisely, for the introduction of irrelevant semifactuals). Indeed, we argued in (§2) that (4) captures the intuition that irrelevant semifactuals are always true, and (4*) is a natural way of using counterfactual dependence to render the pertinent notion of relevance more precise. The appropriate formalisation of the consequent of (4*) should accordingly be \((A \triangleright C)\). The Lewis-style account of causal dependence, on the other hand, assumes the conventional counterfactual \((A > C)\). Thus, if irrelevance is understood as absence of causal dependence, as we propose, it should be spelled out using the traditional counterfactual \((A > C)\). This means that (4*) should be reformulated as follows:

\[(#4*) \quad (C \land \neg((A > C) \land (\neg A > \neg C))) \rightarrow (A \triangleright C)\]

As for (SCC), we ought likewise to distinguish between its two versions, depending on how the consequent is interpreted:

\[
\text{(SCC for semifactuals)} \quad C \rightarrow (A \triangleright C) \\
\text{(SCC for counterfactuals)} \quad C \rightarrow (A > C)
\]

Now, obviously, neither of these versions of (SCC) can be derived from (#4*) in the manner proposed in (§2). The proof to that effect, understood as a proof of (SCC for semifactuals) is blocked from line (2) to (3) since \((A > C)\) does not entail \((A \triangleright C)\). Nor is there any possibility of deriving (SCC for counterfactuals) from (#4*) by the crisper version of that argument in (15) – (19). The reductio step would presuppose that \((A \triangleright C)\) entails \((A > C)\). But \((A \triangleright C)\) does not entail \((A > C)\). Either way, the paradox is avoided. And by extension, the same considerations apply to (4**), (4***) and (4****) mutatis mutandis when these are properly formalised with \((A \triangleright C)\) in the consequent. So, no matter how (4) is interpreted, no untoward consequences follow, if only the relevant conditionals are disambiguated in this way.

4. Conclusion

In (§1) we argued that (30) is indeed true. However, in (§2) we then proceeded to question the driving principle, (4), behind that reasoning and,
eventually, to suggest that (30) is false. We are now in a position so see that both of these lines of reasoning may be perfectly valid. (30) (and (4) for that matter) is true – when (30) is interpreted as:

\[(#30^{**})\quad (A \triangleright C),\]

with A standing for some Brazilian butterfly having some extra nectar for breakfast, and C for reading the first sentence of this paper. At the same time (21) is also false – when interpreted as:

\[(#30^{*})\quad (A > C)\]

In other words, maybe the correct lesson to draw from these cases is simply to grant the truth of semifactuals such as (29**) and (30**), but then to point out that these irrelevant semifactuals differ in content from (29*) and (30*). In that case, the truth of (29*) and (30*) does not automatically follow from the truth of (29**) and (30**), just like the falsehood of (29*) and (30*) does not automatically entail the falsehood of (29**) and (30**). Rather (29) and (30) are – at least in certain contexts – equivocal between, on the one hand, (29*) and (30*), and, on the other hand, (29**) and (30**). The two sets of counterfactuals may instead represent two asymmetrical modes of thinking; insisting that they are equivalent, apt to be treated as if they were semantically on a par, is deeply problematic; or so we argued. Counterfactuals such as (29*) and (30*) affirm a causal relevance, as spelled out in terms of a counterfactual dependence, between antecedent and consequent, whereas the corresponding semifactuals (29**) and (30**) cast doubt on the counterfactual dependence between the antecedent and the negated consequent. They suggest the antecedent would not have prevented the consequent.

A similar proposal has been aired by other philosophers of modality such as Goodman (1947) with the explicit proposal that:

\[(31)\quad (A \triangleright C) \leftrightarrow \neg(A > \neg C)\]

In the same spirit, Pollock (1976) proposed that counterfactuals have two distinct sets of truth-conditions; one where there is a counterfactual dependence between antecedent and consequent, and one where there is a lack of such dependence. Pollock (op. cit.) did, though, subsume both

\[23\]One difficulty with this particular proposal is that \(A \triangleright C\) is then given the same semantic treatment as might counterfactuals, which seems implausible under the assumption of interdefinability between might – and would-counterfactuals.
sets of conditions under one unifying (disjunctive) semantics. However, it would be much more natural, as Goodman (op. cit.) proposed, to work with two distinct semantic accounts, one based on each set of truth-conditions, such that counterfactuals and semifactuals are each assigned their own distinctive semantics.24

Never mind the details of Goodman or Pollock’s proposals, the important point for our purposes is that there be two distinct sets of truth-conditions, such that one cannot univocally infer the truth of a corresponding counterfactual \((A > C)\) from the truth of an irrelevant semifactual \((A \cdot C)\), or the falsity of the latter from the falsity of the former. That is to say, the inference from \((4**)\) to \((SCC)\) is blocked by our proposed solution to what seems like a paradox. Reverting to our opening question, the answer is therefore that you both would and would not have read the initial sentence of this paper if some butterfly in Brazil had feasted. You would in the sense of \((30**)\), but you would not in the sense of \((30*)\).
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