The oscillatory fingerprints of self-prioritization: Novel markers in spectral EEG for self-relevant processing
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Abstract
Self-prioritization is a very influential modulator of human information processing. Still, little is known about the time-frequency dynamics of the self-prioritization network. In this EEG study, we used the familiarity-confound free matching task to investigate the spectral dynamics of self-prioritization and their underlying cognitive functions in a drift-diffusion model. Participants (N=40) repeatedly associated arbitrary geometric shapes with either “the self” or “a stranger.” Behavioral results demonstrated prominent self-prioritization effects (SPEs) in reaction time and accuracy. Remarkably, EEG cluster analysis also revealed two significant SPEs, one in delta/theta power (2–7 Hz) and one in beta power (19–29 Hz). Drift-diffusion modeling indicated that beta activity was associated with evidence accumulation, whereas delta/theta activity was associated with response selection. The decreased beta suppression of the SPE might indicate more efficient sensorimotor processing of self-associated stimulus–response features, whereas the increased delta/theta SPE might refer to the facilitated retrieval of self-relevant features across a widely distributed associative self-network. These novel oscillatory biomarkers of self-prioritization indicate their function as an associative glue for the self-concept.
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1 INTRODUCTION

The fundamental concept of the self is a topic of century-long research (James, 1890), with a widespread interest in the neural basis of the self. The conceptual self can be based on a gradient integration of self-relevant information, including interoceptive, exteroceptive, and mental processing levels of the self (Qin et al., 2020). In particular, the mental processing level addresses representations of non-physical properties such as personality traits or autobiographical memories. This three-level integration process of the self can be depicted by increasing activation of the neural self-network (Qin et al., 2020). The mental processing level of the self is typically deducted from the preferential processing of self-related information in experimental studies. Self-preference is found in multiple
cognitive processes such as attention (for a review, see Sui & Rotstein, 2019), memory (Dastjerdi et al., 2011; Mu & Han, 2010; Yin et al., 2021), and cognitive control (Golubickis & Macrae, 2021b)—even in 6-month-old infants (Imafuku et al., 2014). The mechanisms behind self-prioritization are versatile: Self-referential information is linked to an elaborated network of domain-general and task-specific self-representations in the brain (Qin et al., 2020; Yankouskaya & Sui, 2022) and thus, might lead to facilitated neural processing and consequently, to a self-bias in behavior. The question of how a self-relevance network in the brain might be organized or communicate with its subregions is unanswered to date.

Preference for self-information modulates a variety of human behaviors. Self-bias has been described previously in terms of the own-name effect in dichotomic listening studies (Moray, 1959), or the own-face effect in visual search paradigms. These self-bias effects reflect a preferential (e.g., faster and more accurate) processing of the own name or face among other names or faces. For instance, participants make fewer errors in judging their own face’s orientation than other faces (Keyes & Dlugokencka, 2014; Ma & Han, 2010; Sui & Han, 2007). To avoid familiarity confounds of the own name or face, Sui et al. (2012) introduced a simple paradigm to associate arbitrary geometric shapes with the self or non-self-relevant others. In this paradigm, participants learn associations between shapes and, for instance, the self, a stranger, and a mother label (e.g., circle—me, triangle—stranger, square—mother). In the matching task of the paradigm, participants are instructed to decide whether presented label–shape pairings are matching the originally learned association or whether they are re-paired compared to the learning phase. A self-prioritization effect (SPE) is observed in that self-matching trials require shorter reaction time (RT) and produce fewer errors than other-matching trials. This is typically understood as an indication that random objects can be associated with the self, which will result in prioritized processing of the previously random object (compared to objects that were associated with a stranger, a friend, or the own mother).

The SPE in the matching task is a rather objective indicator for self-processing. It avoids a familiarity confound, which occurred in paradigms using highly familiar and overlearned self-related stimuli, for example, the own name or face. A prioritization of such overlearned stimuli stems from the fact that information processing prioritizes familiar, that is, frequently encountered stimuli. Consequently, the matching of random objects with the self avoids the overestimation of self-prioritization effects. The SPE has been replicated among many studies in different sensory modalities and with different stimuli sets and has been shown to be independent of stimulus arrangement (Golubickis & Macrae, 2021a; Schäfer et al., 2015; Woźniak & Knoblich, 2019).

So far, neural representations of various self-effects have been investigated in specific contexts. Electrophysiological (EEG) studies to date have been investigating self-relevant processing, for example, processing of the own name, the own face, and also the SPE with arbitrarily associated stimuli (Gray et al., 2004; He et al., 2018; Keyes et al., 2010; Knyazev, 2013). These studies mainly report event-related potentials (ERPs) regarding self-processing, that is, the phase-locked and time-locked components of the electrophysiological signal. In general, self-related processing is typically linked to rather early components such as the N2 or N1 in the case of the own-face bias, and rather late components such as the P3 in the case of the own-name bias (e.g., Eichenlaub et al., 2012; Nijhof et al., 2022; Tacikowski et al., 2014). In detail, the own face (compared to other faces) evokes comparatively early increased posterior and fronto-central negativity within 170 ms (N1; Keyes et al., 2010) or 280–340 ms (N2; Sui et al., 2006) after stimulus onset. The P3 is a rather late component in the attention domain, sometimes lasting up to 500 ms after stimulus onset (Knyazev, 2013). In general, the P300 is an evoked response to salient or motivationally relevant stimuli (Knyazev, 2013), for example, for self-relevant possessive pronouns (Zhou et al., 2010) or self-relevant label-face pairings (Woźniak et al., 2018). These ERP findings are often interpreted as indices for attentional advantages of self-related information, although there seem to be boundaries to these explanations (e.g., focal presentation of self-relevant stimuli is necessary to find the SPE; Keyes & Dlugokencka, 2014; Schäfer et al., 2020).

The search for spectral EEG markers of the SPE in the time-frequency domain is of great interest because neural network communication might vary over time scales and frequencies. In general, collaborating brain regions form a transient neural network by structuring temporal windows for neurons to fire simultaneously. This neural communication process is typically dependent on phase dynamics, for instance, coherence patterns in brain oscillations among distributed neural networks (Fries, 2005). Indeed, few studies have investigated spectral EEG signals in self-related research. For example, hand ownership and spatial location of the self in virtual reality can be reflected in alpha band activity (8–13 Hz; Lenggenhager et al., 2011). In a different task, self-referential personality traits were characterized by event-related synchrony in the frontal theta band (4–8 Hz) and central alpha band (Mu & Han, 2010, 2013). Concerning the own-face effect, evoked oscillatory responses to the own face could be found in theta power over frontal midline structures (Miyakoshi et al., 2010), or in suppression of alpha and beta power in response to the own face (Alzueta et al., 2020). Lastly,
autobiographical memory retrieval of self-relevant episodes was associated with changes in gamma band activity (30–180 Hz; Dastjerdi et al., 2011). In sum, a broad variety of frequency bands were reported in these studies, maybe mirroring task-specific and domain-specific aspects of the self rather than a domain-general self-concept. Consequently, to observe the neural signature of the core self-representation, it is important to use a familiarity confound-free paradigm such as the associative matching task (Sui et al., 2012), which relies on randomly assigned objects or shapes instead of highly familiar concepts.

Additionally, computational modeling can be used to figure out the latent cognitive factors mediating the processing advantage of self-prioritization (Falbén et al., 2020). In a hierarchical drift-diffusion model (HDDM), the human system gathers information until one of the binary response thresholds will be reached and either a correct or a wrong response will be initiated. Previous research utilizing cognitive modeling has established that self-relevance during shape–label-matching task modulates evidence sampling speed during stimulus processing (Falbén et al., 2020; Golubickis et al., 2017, 2020; Svensson et al., 2022). This describes the faster and more efficient accumulation of self-relevant information compared to the accumulation of other-relevant information, for example, objects owned by a friend or a stranger (Falbén et al., 2020; Golubickis et al., 2017). This advantage of self-information can be explained by improved attentional processing (Alexopoulos et al., 2012; Sui & Rotshtein, 2019), or improved visual awareness (Macrae et al., 2017). One of the key benefits of integrating computational models of cognition with neural data is that it allows researchers to formulate explicit inferences about the specific task-related cognitive processes associated with EEG signals (Forstmann et al., 2016; Forstmann & Wagenmakers, 2015; Ratcliff et al., 2016). Of particular interest is a recent study by Sui et al. (2023) reporting EEG markers of the SPE in the matching task. Sui et al. (2023) linked the neural time course of self-prioritization with the latent cognitive operations underlying the SPE. In particular, the posterior N1 was related to the rate of information uptake, indicating that self-associated matches profit from faster evidence accumulation (i.e., drift rate, v). In contrast, the rather late centro-parietal P3 was related to the response selection process, indicating that self-associated matches profit from faster response initiation (i.e., boundary separation, a). Interestingly, these results suggest that self-prioritization might have an attentional processing advantage due to a higher salience of self-related stimuli—reflected in the faster encoding of stimuli input in the early posterior N1—but also directly affect sensorimotor operations—reflected in the facilitated response selection in the centro-parietal P3 (Sui et al., 2023).

It is not known, however, how these computational underpinnings map onto spectral EEG signals, which index the (de)synchronization of large neural assemblies in response to an event. By investigating the time-locked and (non)-phase-locked electrophysiological characteristics of self-prioritization, our study sheds light on the neural organization, timing, and communication of the self in the brain. Additionally, drift-diffusion modeling (DDM) was adopted in the present EEG study to explore the link between the condition-level spectral EEG components and the processes of decision-making (Cavanagh et al., 2011; Yau et al., 2021). Thus, the present study expands recent recommendations for brain–behavior research (Bridwell et al., 2018) by (i) examining the time-frequency decomposition of neural time-series signals, and (ii) implementing cognitive modeling to investigate functional connections between the observable SPE and its spectral patterns in the brain. In this way, we explore an exciting new pathway to investigate which oscillatory signatures might be involved in self-related decision-making.

We present the first EEG time-frequency study to examine the oscillatory signature of the SPE, which gives insight into the functional pathways of self-prioritization in neural networks. As such, we investigate self-prioritization (self-match vs. stranger-match conditions) in the associative matching task (Sui et al., 2012) in spectral EEG power from 2 to 30 Hz. We expect a significant difference not only between self-match and stranger-match conditions’ (i.e., the SPE) behavioral data (RT, accuracy) but also in the EEG time-frequency (theta, alpha, and beta). Computational modeling will elucidate the latent cognitive features of the spectral SPE, and thus validate our EEG results. Based on previous research (Sui et al., 2023), we expected self-prioritization to facilitate the evidence accumulation process, as well as the response selection during decision-making.

## METHODS

### Participants

Forty students from the University of Trier, Germany, were included in the study (32 women, 3 left-handed, mean age = 23.65 years, SD = 3.13 years). Three additional participants were tested but eliminated from the analysis due to below-chance accuracy in the matching task (Acc < .48). The effect sizes for the SPE were large in previous studies ($\eta^2 = .67$ in Sui et al., 2012). Given $N=40$, $\alpha = .05$, a power of $1 - \beta = .90$, and $r = .30$ among repeated measures, a medium-sized or larger effect of $f^2 = .25$ could be detected in this study (G*Power 3.1.3, Faul et al., 2007). All participants reported normal or corrected-to-normal
vision and no participant reported any history of neurological disease. All participants gave written informed consent before the examination and received course credit or monetary compensation (15€) for participation. The study was conducted following the Declaration of Helsinki and approved by the local ethics review committee at the University Trier.

2.2 | Design

The associative matching task was adapted from Sui et al. (2012), in which participants learned the mapping of geometric shapes (circle and triangular), to the self, or a stranger, for example, “I am a circle. A stranger is a triangle.” After the learning phase, participants indicated whether the briefly presented stimulus–label combinations matched the association rules they had been learning previously. Thus, the experiment consisted of a 2 (stimuli pairings: self-associated vs. stranger-associated) × 2 (condition: match vs. non-match) within-participant design.

Following the associative matching task, a second task was conducted to examine the modulation of cognitive control parameters in the EEG by self-prioritization (see Golubickis & Macrae, 2021b, for a similar study rationale with a flanking shape classification task). As the flanker results are not of concern for the present hypotheses, please refer to the Appendix S1 for the description and results of the flanking shape classification task.

2.3 | Stimulus materials and procedure

The matching task had four possible trial types, consisting of two labels (“Ich” in German translates to me, and “Fremder” in German translates to a stranger) and two shapes (circle and triangle). The to-be-learned shape–label pairings were presented to each participant for 60 s before the experimental phase of the task started. In this experimental phase, participants were instructed to respond via key press on a response box as quickly and accurately as possible whether a presented shape–label pairing was shown for 100 ms in the middle of the screen: The geometric shape was shown above and the label was shown below the center of the screen. The top/bottom presentation of shape and label presentations was fixed across all trials to avoid eye movements during the EEG recording. All labels were written in white on black background, whereas the geometric shapes were gray on black background. Shapes were approximately 2.2 cm × 2.2 cm in size at a viewing distance of 60 cm. The letters were written in Courier New font with 0.5 cm in size and 0.5 cm distance to the geometric shape. Participants were told to maintain their fixation on the center of the screen and not move their eyes. After 100 ms, the shape–label pairing disappeared and participants saw a black screen until they responded with a keypress by their left or right index finger (or until 1.5 s have passed). No feedback was provided in the experimental session. After the key was pressed on the Chronos response box (Chronos™, Science Plus Group) or after a maximum of 1.5 s, the next trial started with the presentation of the fixation cross. To familiarize participants with the procedure, they were given one block of 24 practice trials with feedback (right, wrong, and too slow) shown for 0.5 s before the experiment. The experimental session of the matching task took about 15 min. Presentation and recording of behavioral responses were done with E-Prime software (v2.0, Psychology Software Tools).

2.4 | Analysis of behavioral data

Every trial began with a white fixation cross, which was shown in the center of a computer screen (Eizo S1911, 19 inches, 1280×1024) for an interval of a minimum of 1.5s and a maximum until the eye tracker fixated the pupil. The eye tracker (Eyegaze System, LC Technologies) was calibrated for each subject to control for eye movements and blinks during EEG recording. The eye tracker identified a correct pupil fixation within a radius of 1.77 cm (or 60 pixel) around the fixation cross. After the presentation of the fixation cross, the shape–label pairing was shown for 100 ms in the middle of the screen: The geometric shape was shown above and the label was shown below the center of the screen. The top/bottom presentation of shape and label presentations was fixed across all trials to avoid eye movements during the EEG recording. All labels were written in white on black background, whereas the geometric shapes were gray on black background. Shapes were approximately 2.2 cm × 2.2 cm in size at a viewing distance of 60 cm. The letters were written in Courier New font with 0.5 cm in size and 0.5 cm distance to the geometric shape. Participants were told to maintain their fixation on the center of the screen and not move their eyes. After 100 ms, the shape–label pairing disappeared and participants saw a black screen until they responded with a keypress by their left or right index finger (or until 1.5 s have passed). No feedback was provided in the experimental session. After the key was pressed on the Chronos response box (Chronos™, Science Plus Group) or after a maximum of 1.5 s, the next trial started with the presentation of the fixation cross. To familiarize participants with the procedure, they were given one block of 24 practice trials with feedback (right, wrong, and too slow) shown for 0.5 s before the experiment. The experimental session of the matching task took about 15 min. Presentation and recording of behavioral responses were done with E-Prime software (v2.0, Psychology Software Tools).
were applied where appropriate. Significant interaction effects were further examined with simple contrast comparisons. Significant results will be reported with appropriate effect sizes ($\eta^2$), whereas non-significant results will be specified by Bayes factor $BF_{01}$, which indexes the relative support in the observed data for the $H_0$ versus the $H_1$, assuming a uniform prior distribution on the correlation parameter Pearson’s $\rho$ (Hoijtink et al., 2019).

### 2.5 Recording of EEG data

Electrophysiological data were recorded from 65 Ag/AgCl electrodes, which were positioned according to the 10–10 electrode system with reference to CPz (EC80, Montage No. 1, Easycap). The ground was placed at location FPz. The electrooculogram (EOG) was recorded from four bipolar channels, positioned on the inferior and superior regions of the left eye and the outer canthi of both eyes, to monitor the vertical and horizontal EOG. Electrode-skin impedance was kept below 5 kΩ for all electrodes. Signals were digitalized with a sampling rate of 500 Hz and amplified between 0.016 and 250 Hz (BrainAmp, BrainVision Recorder, v1.20, BrainProducts).

### 2.6 Pre-processing of EEG data

EEG recordings were re-referenced offline against average reference and EOG was corrected by using calibration data and generating individual EOG artifact coefficients, as implemented in BESA Research (v7.1, BESA Software). The remaining artifacts were marked by visual inspection. EEG data were segmented into epochs ranging from $-1.3$ to $1.3$ s around the onset of stimuli and from $-1.9$ to $0.7$ s around the onset of responses. Segments containing

---

**FIGURE 1** Overview and results for the matching task. (a) Overview of a single trial time course in the matching task. (b) Raincloud plot of the self-prioritization effect (self-match minus stranger-match) in RT. SE according to Cousineau and O’Brien (2014) in the line chart (**** indicates $p<.001$).
artifacts and segments with response errors either on the current (n) or on the previous trial (n−1) were discarded from further analysis. For response-locked analysis, on average, 38 self-match trials ($SE=0.57$), 37 self-non-match trials ($SE=0.62$), 35 stranger-match trials ($SE=0.80$), and 35 stranger-non-match trials ($SE=0.69$) went into cluster analysis after artifact correction. For stimulus-locked analysis, on average, 38 self-match trials ($SE=0.58$), 37 self-non-match trials ($SE=0.62$), 35 stranger-match trials ($SE=0.80$), and 35 stranger-non-match trials ($SE=0.69$) went into cluster analysis after artifact correction.

### 2.7 Spectral EEG analysis

The EEG data were transformed into the time-frequency domain using a demodulation algorithm, which is implemented in BESA Research (v7.1). The algorithm consists of a multiplication of the time domain signal with a periodic exponential function, having a frequency equal to the frequency under analysis, and subsequent low-pass filtering. The low-pass filter is a finite impulse response filter of Gaussian shape in the time domain, which is related to the envelope of the moving window in wavelet analysis. The data were filtered in a frequency range from 2 to 30 Hz. The time resolution was set to 78.8 ms (full power width at half maximum; FWHM), and the frequency resolution was set to 1.42 Hz (FWHM). Time-frequency data were exported in bins of 50 ms and 1 Hz. Both stimulus- and response-locked power changes were calculated, time locked to stimulus or response onset, respectively. Stimulus- and response-locked changes in power were determined by calculating the temporal-spectral evolution, that is, power changes for all time-frequency points with power increases or decreases at time point t and frequency f related to mean power at frequency f over a preceding baseline interval (Pfurtscheller & Aranibar, 1977). Stimulus-locked power changes were determined with a pre-stimulus baseline interval that was set from −800 to −300 ms time locked to stimulus onset, whereas response-locked power changes were determined with a baseline interval that was set from −1400 to −900 ms time locked to response onset for the matching task.

### 2.8 Cluster analysis of spectral EEG

Time-frequency characteristics of stimulus-locked effects after stimulus onset (0 to 400 ms) in a frequency range from 2 to 30 Hz were examined with permutation-based cluster analysis as implemented in BESA Statistics (v2.1, BESA Software). A cluster analysis was computed for the SPE in match trials, that is, for power difference between self-match and stranger-match conditions. A non-spatial cluster analysis was calculated first and a spatial analysis was calculated second. In the non-spatial cluster analysis, time-frequency spectrograms of power changes were averaged across the 65 electrodes and contrasted between conditions. For the contrast between the SPE conditions, two-tailed $t$-tests were calculated for all time-frequency points (9 [50 ms time bins] × 29 [1 Hz frequency bins]) × 65 [electrodes]). The sum of $t$-values of adjacent time-frequency points that fell below a $p$-value of .05 in the $t$-test was calculated as a test statistic. Random permutation analysis was calculated based on 1000 randomization runs. In each randomization run, time-frequency data of the two conditions were interchanged randomly for each participant, and $t$-tests were calculated for each time-frequency point. At the end of each run, $t$-values of adjacent time-frequency points that fell below a $p$-value of .05 were summed and the cluster with the highest sum of $t$-values was kept. By these means, a null distribution of cluster sums was created from the 1000 permutation runs, and the critical $p_{crit}$ value for an empirically derived time-frequency cluster was estimated. Next, empirical clusters with a $p_{crit}$ value below .01 went into spatial analysis. For each cluster, power changes were averaged across data points of the cluster’s maximum time range and maximum frequency range, separately for each electrode. These data were contrasted between conditions. Two-tailed $t$-tests were calculated for all electrodes. Spatial topographies were identified by considering those electrodes that fell below a $p$-value of .01 in the $t$ test. Thus, both clustered and scattered effects of conditions were considered in the spatial analysis. Lastly, (two-sided) paired-samples $t$ tests were computed for each significant cluster for the SPE in match trials (self-match vs. stranger-match) in JASP (version 0.16.3; JASP Team, 2022), which were further specified by Cohen’s d as appropriate effect size.

### 2.9 Drift-diffusion modeling

The DDM uses both response reaction time and accuracy to estimate the latent cognitive processes associated with task performance and how they unfold over time (Ratcliff et al., 2016). During binary decision-making (e.g., is a shape–label pairing matching or non-matching), evidence is continuously gathered from a stimulus until one or other response threshold has been reached. The benefit of sequential sampling models, such as the DDM, lies in the ability to identify the stimulus- and/or response-related processes that underpin task performance (Ratcliff et al., 2016; Voss et al., 2013; White & Poldrack, 2014). In this respect, the DDM comprises four parameters that describe the dynamics of decision-making. First, drift rate ($v$)
estimates the quality and speed of evidence sampling (i.e., larger $v$ = faster information uptake). This component represents noisy information accumulation during decision-making, and thus is treated as a measure of stimulus processing efficiency. The second parameter is boundary separation ($a$). It quantifies the space (i.e., distance) between the two response thresholds, and thus refers to the amount of information required before a judgment is made. Large values of $a$ represent a conservative and cautious decision-making style, whereas small values signal a more liberal, less careful approach. Next, between the two response boundaries, the starting point ($z$) specifies the position at which the noisy information sampling process begins. In situations in which $z$ is not centered between the boundaries, the starting point represents a response bias in favor of the nearer boundary (i.e., variation in the evidential requirements of response selection). Finally, all processes that do not contribute to decision-making (e.g., stimulus encoding and response execution) are described by the non-decision time parameter ($t_0$).

To elucidate the origins of self-prioritization, a hierarchical drift-diffusion model (HDDM) analysis was conducted on the data (Vandekerckhove et al., 2011). HDDM is an open-source Python toolbox for the hierarchical Bayesian computation of DDM decisional components (Wiecki et al., 2013). The HDDM treats model parameters for individual participants as random samples constrained by group-level distributions (Vandekerckhove et al., 2011). Following previous research that explored computational underpinnings during shape-label matching task (Golubickis et al., 2017, 2020; Svensson et al., 2022), the models were response coded (i.e., upper threshold = match response, lower threshold = non-match response). For each estimated model, 3000 Markov Chain Monte Carlo (MCMC) samples (300 burn-in) were simulated. The deviance information criterion (DIC) was adopted as a measure of fit for the model comparisons (Spiegelhalter et al., 1998), where lower DIC values indicate greater fit as they favor models with the least number of parameters and highest likelihood.

3 | RESULTS

3.1 | Self-prioritization is found in RTs and error rates

Mean RTs and accuracy rates for the SPE are shown in Figure 1. A repeated-measures ANOVA with RTs and the factors stimulus association (self-associated vs. stranger-associated) and matching condition (match vs. non-match) revealed significant main effects of stimuli association, $F(1, 39)=65.28, p<.001, \eta_p^2=.626$, and matching condition, $F(1, 39)=83.84, p<.001, \eta_p^2=.683$, as well as a significant interaction between both factors, $F(1, 39)=112.31, p<.001, \eta_p^2=.742$. Most importantly, a simple contrast in the matching condition showed a significant SPE, $t(77.90)=13.24, p<.001$, indicating significantly faster responses in self-relevant matching trials ($M=489\text{ ms}, SE=13\text{ ms}$) than in stranger-relevant matching trials ($M=594\text{ ms}, SE=13\text{ ms}$). For the accuracy rates, a repeated-measures ANOVA with the factors of stimulus association (self-associated vs. stranger-associated) and matching condition (match vs. non-match) did not reveal a significant main effect of matching condition, $F(1, 39)=0.11, p=.742, BF_{01}=5.80$, but a significant interaction between stimuli association and matching condition, $F(1, 39)=19.31, p<.001, \eta_p^2=.331$, as well as a significant main effect of stimulus association, $F(1, 39)=50.51, p<.001, \eta_p^2=.564$. The significant interaction was qualified by a significant simple contrast between the self-match and the stranger-match condition, $t(77.69)=-8.07, p<.001$, indicating the SPE also in accuracy parameters. Participants responded correctly in 97.1% ($SE=0.6\%$) of the self-match trials compared to correct responses in 86.7% ($SE=1.3\%$) of the stranger-match trials.\(^1\)

3.2 | Beta and delta/theta power increases represent the spectral signature of the SPE

The cluster analysis was computed for the SPE in self-match versus Stranger-match trials (see Figure 2). First, non-spatial cluster analysis, time locked to stimulus onset, revealed two significant clusters for the SPE in match trials in desynchronized beta power and synchronized delta/theta power (see Figure 2a). In a further step, spatial cluster analyses were computed to specify the scalp topography of the spectral effects (see Figure 2b,c for the SPE in match trials).

A significant increase in delta/theta power (2–7 Hz; see Figure 2b) was observed for the SPE in a time window from 200 to 400 ms post-stimulus onset, $p<.001$. The peak latency of the delta/theta cluster was around 400 ms following stimulus onset. The cluster showed a scattered, mostly right hemispheric topography around peak electrodes POz and FT7 (electrodes F1, Fz, F4, FC6, C2, C4, T8, CP1, CP2, P3, P1, Pz, P2, POz, and FT7, FC5, T7, C5, TP9;\(^1\)Behavioral differences for the shape (triangle and circle) were tested by conducting paired samples $t$-tests between all trials with each shape. Both of these tests were not significant, $t(39)=0.43, p=.672, BF_{01}=5.38$ in RT and $t(39)=-0.95, p=.349, BF_{01}=3.86$ for accuracy rates, indicating that no significant shape preference was observed on the group level.
Self-match trials showed overall higher delta/theta power increase ($M = 60.7\%, \ SE = 6.3\%$) than stranger-match trials ($M = 38.6\%, \ SE = 4.8\%$), $t(39) = 5.46$, $p < .001$, Cohen's $d = 0.864$. Second, a significant decrease in beta power ($19–29\ Hz$; see Figure 2c) was observed for the SPE in a time window from 200 to 400 ms post-stimulus onset, $p < .001$. Peak latency was around 250 ms after stimulus onset. The beta power cluster showed a mostly right hemispheric topography around peak electrode C4 (electrodes FC4, C4, CP4, C6; see Figure 2c). Self-match trials showed overall a lower beta power decrease ($M = −8.8\%, \ SE = 1.9\%$) than stranger-match trials ($M = −16.4\%, \ SE = 1.9\%$), $t(39) = 6.00$, $p < .001$, Cohen's $d = 0.948$. Further analyses regarding the event-related potentials (ERPs) for the SPE are reported in the Appendix S1.

### 3.3 The EEG time-frequency effects for the SPE are good fitting parameters in the drift-diffusion model of the behavioral SPE

Several models were estimated for comparison to identify condition-level correlations between brain measures (i.e., the SPEs in EEG time-frequency signals, see Figure 2) and DDM parameters using HDDMRegression function. Previously, a model that allowed the drift rate ($v$) to vary as a
function of stimuli association and experimental condition with a single estimate of the starting point (z), boundary separation (a), and non-decision time (t0) has been found to be best fitting in shape–label matching tasks (i.e., default model, Golubickis et al., 2017; Golubickis et al., 2020; Svensson et al., 2022). Therefore, all performed models included this parameter setup with the inter-trial variability for drift rate (sv), non-decision time (st), and starting point (sz) and, importantly, allowed condition-level variation of neural activity (i.e., the SPE in beta power, and the SPE in delta/theta power) to modulate decisional parameters. First, we compared two models that allowed drift rate (v) to vary parametrically only with the SPE in beta power (DIC = −3802) or only with the SPE in delta/theta power (DIC = −3793). This revealed that the beta SPE is more strongly associated with the speed of information uptake parameter. Second, a model that varied boundary separation (a) as a function of the delta/theta SPE improved model fit (DIC = −3842) compared to only the beta SPE (DIC = −3706). This suggested that the delta/theta SPE (vs. the beta SPE) is effectively more related to response caution. Finally, informed by prior comparisons, a model that varied parametrically beta SPE onto v and delta/theta SPE onto a was estimated. This parameterization was best fitting (DIC = −3855), even compared to a more complex model that regressed drift rate and boundary separation onto both beta SPE and delta/theta SPE (DIC = −3828).

Replicating prior research (Golubickis et al., 2017, 2020; Svensson et al., 2022), analysis of the posterior distributions revealed that in matching trials there was extremely strong evidence that information uptake (i.e., drift rate) was faster for self-relevant compared to stranger-relevant stimuli (p_{Bayes}[self > stranger] < .001, BF > 1000), see Figure 3a. In non-matching trials, there was little evidence for a difference between self and stranger-associated items (p_{Bayes}[self > stranger] = .343, BF = 2), see Figure 3b. In addition, comparing the starting point value (z) with no bias (z = .50) yielded extremely strong evidence of a response bias in favor of matching (vs. non-matching) judgments (p_{Bayes}[bias > 0.50] < .001, BF > 1000). For the condition-level EEG regressors, there was extremely strong evidence for an increase in the rate of information uptake as the beta
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**Figure 3** Drift-diffusion modeling results for the SPE (difference between self-match and stranger-match conditions). Mean posterior parameter distributions of drift rate (v) as a function of stimuli association and matching condition. The drift rates for self and stranger-associated stimuli are depicted separately for the match condition (a) and for the non-match condition (b). Mean posterior regression coefficient distributions of the SPE in beta power on drift rate (v) (c) and the SPE in delta/theta power on boundary separation (a) (d).
SPE decreased ($p_{\text{Bayes}[\text{drift rate} \sim \text{beta}]} = .002, BF=499$), and extremely strong evidence for a decrease in boundary separation as delta/theta SPE amplified ($p_{\text{Bayes}[\text{boundary separation} \sim \text{delta/theta}]} < .001, BF > 1000$), as can be seen in Figure 4.

4 | DISCUSSION

This study demonstrates self-prioritization effects in the time-frequency domain, namely an increase in delta/theta power (2–7 Hz) and a decrease in beta power (19–29 Hz) for self-associated processing compared to stranger-associated processing. Even without any influence of familiarity, a large SPE occurred (Cohen’s $d = 1.62$ for RT, and Cohen’s $d = 1.10$ for accuracy rate) that was associated with several EEG frequencies.

Within 400 ms after stimulus onset, there were two effects, one in desynchronized beta power (19–29 Hz) and one in synchronized delta/theta power (2–7 Hz) for the self-prioritization effect. The beta SPE started 200 ms after stimulus onset and continued until presumable response onset, hinting at a continuous neural process over the time course. Computational modeling further extends this picture by suggesting that the best model fit with the drift rate (the parameter for gradual evidence accumulation) is represented in the beta power SPE. Specifically, a negative regression coefficient between the behavioral SPE and the beta SPE shows that self-matches induce faster and more efficient encoding of self-relevant information. The event-related decrease in beta power is stronger in stranger-match trials than in self-match trials. In other terms, the human brain gathers more self-relevant input, that is, greater drift rate for self-match trials, while investing less cognitive resources, that is, a smaller decrease in beta power for self-match trials. The right hemispheric topography of the beta SPE raises another important perspective: The beta SPE might be located over or close to the right central sulcus, suggesting the involvement of sensorimotor areas in the right hemisphere. This is particularly interesting as beta power decreases over sensorimotor regions are a typical oscillatory pattern for contralateral response preparation (Gongora et al., 2016; Liebrand et al., 2018). In visuomotor tasks, decision-making requires the coordination of the visual cortex and motor cortex (e.g., supplementary motor area and primary motor cortex), which corresponds to event-related desynchronization in the beta band (Erla et al., 2012; Hosaka et al., 2016). In the present context, beta oscillations might function as a sensorimotor integration process selecting highly salient sensory information, that is, self-relevant objects, to map it onto action plans (Siegel et al., 2011).

FIGURE 4 Schematic version of the diffusion model results (adapted from Voss et al., 2013, p. 4) for the self-prioritization effect (SPE; self-match vs. stranger-match). An information gathering process begins at starting point $z$ and continues with a mean slope $v$ until it reaches an upper (1) or lower (0) threshold. The drift rate $v$ showed a negative posterior regression coefficient with the beta SPE, whereas the boundary separation $a$ showed a negative relation with the delta/theta SPE. Non-decision processes ($t_0$) reflect how much time elapses before/after the decision process. Outside the threshold boundaries, the response distributions for matching and non-matching conditions are shown.
Previously, self-relevance has been denoted as an associative glue (Schäfer et al., 2020; Sui & Humphreys, 2015), implying that self-relevance helps to combine particular stimuli with each other. In detail, participants are instructed to learn that geometric shapes are self-relevant, which fastens the integration of those features into an associative “network of importance” (Schäfer et al., 2020). The rather fast and stable process of binding things together highlights similarities with basic binding and integration processes of stimulus features and action features in action-control research (for the general processes of feature integration and binding, see, e.g., the Binding and Retrieval in Action Control [BRAC] framework; Frings et al., 2020; Kiesel et al., 2023; Verguts & Notebaert, 2009). In this context, the self can be represented as jointly bound features (Hommel, 2019) that are weighted by their relevance for the self (Memelink & Hommel, 2013). Following the basic mechanisms of feature integration and retrieval (Frings et al., 2020), the encoding and retrieval of self-relevant features in self-match trials can be assumed to be stronger as compared to stranger trials. This explains why self-relevant shape–label pairings receive enhanced processing while simultaneously co-activating the correct response feature. This co-activation is even stronger in self-relevant trials than in stranger-relevant trials. Hence, in self-relevant matching trials, the processing of a self-relevant stimulus retrieves the related response features even stronger than the processing of a stranger-relevant stimulus does. This sensorimotor processing advantage of the SPE might then be reflected in less pronounced beta power suppression. Beta band activity (BBA) has recently been linked to action control and more precisely to the BRAC framework (Beste et al., 2023; Pastötter et al., 2021). In a nutshell, BBA might reflect the maintenance or transition from active to latent memory of the trial's event file. The strength of BBA may indicate the time window, in which this event file can potentially be re-activated. For self-relevant features, BBA change was increased compared to non-self-relevant features, suggesting prioritized encoding and re-activation of self-relevant material—or more generally better dynamic management of memory traces pertaining to self-associated features. Taken together, this study not only replicates the improved evidence accumulation of self-relevant stimuli (Golubickis & Macrae, 2021b; Svensson et al., 2022) but also reveals further evidence that the encoding of self-associated feature bindings helps to inform more efficient action selection and execution—as indicated by the beta power decrease in self-prioritization.

Additionally, we found evidence for the SPE being represented in the delta/theta frequency (2–7Hz) range. Increased delta/beta power can be observed in self-match compared to stranger match trials, starting 200ms after stimulus onset until response execution. There is already first evidence for a link between theta oscillations and preference for self-relevant information: For instance, theta-band-specific synchronization for self-relevant adjectives was observed over frontal regions, which correlated positively with the self-preference effect during memory retrieval (Mu & Han, 2010). Regarding the functional significance of the delta/theta SPE, drift-diffusion modeling suggests that delta/theta activity might correspond with facilitated action selection (see also Herz et al., 2016; Nayak et al., 2019). This decisional bias describes a faster reaching of the response threshold in self-match trials compared to stranger-match trials, thus a more impulsive reaction to self-relevant input. Interestingly, the accuracy for self-match trials is overall higher than for stranger-match trials, arguing against a speed–accuracy trade-off (Pastötter et al., 2012). Alternatively, our result pattern might be an indication of boundary separation reflecting response caution rather than response selection (Lee et al., 2023). This means, faster evidence gathering for self-matching trials leads to more confidence in making a decision, hence a more pronounced negative boundary separation parameter.

In general, slow oscillations in the delta- and theta-frequency range are an ideal communication medium within largely distributed cortical and subcortical structures (Başar et al., 2000; Herweg et al., 2020), for instance, during episodic memory formation (Aixmacher et al., 2006; Battaglia et al., 2011). Large neural assemblies of similar cells synchronize their rhythmicity pattern across the brain in the theta-frequency band, for example, to encode or retrieve episodic information. The hippocampal–cortical binding of memory episodes has been repeatedly linked to theta synchronization (Aixmacher et al., 2006; Battaglia et al., 2011; Jacobs et al., 2006; Karakaş, 2020). Based on the previously described “network of importance” (Frings & Wentura, 2014; Schäfer et al., 2020), the retrieval process of multiple contextual features such as the triangle, the circle, the letters, and the color might be reflected in the delta/theta frequency. As the “match” pairings correspond best to the initial learning phase, memory retrieval of “old,” easily accessible information might be reflected in synchronized delta/theta activity across the scalp. Note that this applies to self-match as well as other-match pairings. The SPE has to be contributed by an additional benefit for self-matches in the human brain (Morel et al., 2014; Sui & Humphreys, 2015): Self-relevance might have served as a weighting mechanism during feature encoding (Memelink & Hommel, 2013), prioritizing self-relevant over other task-relevant context features in the processing stream. As a consequence, the retrieval of self-relevant stimuli in match trials co-activates the jointly bound correct response, which
corresponds to the decreased response threshold for the delta/theta SPE in the present study. In sum, we propose that the retrieval of self-relevant (context) features in the associative self-network might be realized via synchronization in the low-frequency spectrum (2–7 Hz), which in turn modulates the decisional process toward faster, but yet more accurate responses.

This study has several strengths, which confirm the validity and reliability of the proposed oscillatory markers for the SPE. First, we followed best practice guidelines in brain–behavior research, combining cognitive modeling with time-frequency approaches (Bridwell et al., 2018). Second, the drift-diffusion modeling revealed very strong evidence ($BF > 1000$) for the regression analyses between the behavioral SPE and the neural SPE clusters. Third, we report similar SPE findings compared to Sui et al. (2023), see also the ERP analyses in the Appendix S1. Specifically, Sui et al. (2023) presented two ERP components distinctively linked to evidence accumulation (associated with the posterior N1) and response selection (associated with the centro-parietal P3) for self-associated matches compared to other-associated matches. We also found two EEG time-frequency clusters indicating more efficient stimulus encoding and response initiation. Although ERP components and time-frequency markers do not always share the same underlying neural origin or cognitive mechanism, it is interesting to see that the posterior P300 in the present study correlated positively with the delta/theta SPE cluster (uncorrected correlation, which lost statistical significance after Bonferroni correction). The similarities of both studies (Sui et al., 2023) might contribute to the reliability of the present results on one side, while also encouraging future EEG studies to implement cognitive modeling approaches on the other side.

Concerning the scattered topographical plot of the delta/theta SPE over parietal, temporal, mid-central, and mid-frontal electrode sites, various brain regions likely contribute to the improved decisional process of self-prioritization. It is common to observe a spatially scattered time-frequency cluster in theta power during memory retrieval (Herweg et al., 2020), possibly related to distinct processing of recollection and memory interference across time and space (Pastötter & Bäuml, 2014). However, other higher-order structures might also be involved in the delta/theta SPE, such as the vmPFC (Yankouskaya et al., 2017; Yankouskaya & Sui, 2021; Yin et al., 2021), or cortical midline structures, such as the pregenual ACC (Hu et al., 2016; Murray et al., 2015), that are commonly associated with the core of self-representations (Moran et al., 2009; Murray et al., 2015; Sui & Humphreys, 2015). As the EEG is spatially imprecise due to the inverse problem, it is difficult to speculate which structures contribute to the delta/theta SPE. It might be an interesting pathway for future studies to examine EEG source estimations or to add neuroimaging to gather insights into the functional connectivity of the associative self-network. This might help to understand the distinct contributions of faster and slower oscillations during self-prioritization. Our findings also bridge a gap between cognitive SPE literature and application studies in a sense that future studies might investigate frequency-specific brain stimulation of the SPE (e.g., transcranial alternating current stimulation, tACS; see Bao et al., 2021, for a current meta-analysis of brain stimulation of the SPE). Whether the oscillatory markers for the SPE in the matching task reveal to be domain specific, or whether they extend to personally relevant objects, persons, memories, etc., is a further fertile research avenue.

To conclude, our study presents spectral signatures of the self-prioritization effect in an associative matching task in the beta- and delta-/theta-frequency range. In particular, self-associated shapes were processed with increased beta and delta/theta power, compared to stranger-associated shapes. Drift-diffusion modeling suggests that evidence accumulation was associated with the SPE in beta power, whereas faster decision-making was associated with the SPE in delta/theta power. In particular, decreased beta suppression might indicate a more efficient sensorimotor integration of self-associated features into the self-network, whereas increased delta/theta power might index the facilitated retrieval of self-associated context features. These findings bring light to the spectral organization of the associative self-network in the human brain. Self-relevance might function as an associative glue for the binding and retrieval of elements in a network of importance.
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