Unveiling the Mechanisms for *Campylobacter jejuni* Biofilm Formation Using a Stochastic Mathematical Model
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Abstract: *Campylobacter jejuni* plays a significant role in human health, food production, and veterinary practice. Biofilm formation is a likely mechanism explaining the survival of *C. jejuni* in seemingly unfavourable environments, but the underlying mechanisms are poorly understood. We propose a mathematical model to unify various observations regarding *C. jejuni* biofilm formation. Specifically, we present a cellular automaton with stochastic dynamics that describes both the probability of biofilm initiation and its subsequent growth. Our model incorporates fundamental processes such as cell rearrangement, diffusion of chemical compounds, accumulation of extracellular material, cell growth, lysis, and deactivation due to nutrient scarcity. The model predicts an optimal nutrient concentration that enhances population survival, revealing a trade-off where higher nutrient levels may harm individual cells but benefit the overall population. Our results suggest that the lower biofilm accumulation observed experimentally in aerobic conditions compared to microaerobic conditions may be due to a reduced surface invasion probability of individual cells. However, cells that do manage to invade can generate microcolonies of a similar size under both aerobic and microaerobic conditions. These findings provide new insights into the survival probability and size of *C. jejuni* biofilms, suggesting potential targets for controlling its biofilm formation in various environments.
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1. Introduction

Bacterial populations may exist in two main forms: a planktonic state, where individual cells live independently in a liquid medium, or as biofilms, which are densely packed bacterial communities surrounded by extracellular material [1–5]. It is important to analyse biofilm communities separately from planktonic cultures, as the behaviour of cells in biofilms differ substantially from that in planktonic cultures [2,3,5]. The emergent properties of biofilm communities allow them to survive in environments that would be too hostile for survival in a planktonic state [3,5].

For instance, biofilms have been shown to enhance the resistance of bacteria to antimicrobial treatments through various mechanisms, including the physical barrier imposed by the extracellular matrix, an altered microenvironment that makes cells less susceptible to antimicrobials, and genetic changes induced by horizontal gene transfer that spread resistance traits throughout the biofilm community [3,6–8]. Biofilms can form in various environments, such as water bodies [5,9], porous media [10], and medical devices [5,11].
Their resilience to standard disinfection methods poses significant challenges across multiple sectors, including healthcare (e.g., wounds infected by biofilms [12]), veterinary settings (e.g., biofilms in medical equipment [11]), the food industry (e.g., biofilms in food processing equipment [13,14]) and water systems (e.g., biofilms in cooling water systems [9]). Understanding the mechanisms of biofilm formation and resistance is therefore critical for developing effective disinfection and sterilization methods in these sectors.

The mathematical modelling of biofilms has been developing for many years to complement and enhance the understanding gained from empirical research [15,16]. Most models focus on estimates of the morphology of biofilms without estimating the chances of biofilm formation. Even though stochasticity has been included to various extents in biofilm modelling [17–22], both modelling and experimental approaches generally focus on biofilms in the invasive mode, i.e., when the probability that the biofilm forms is high. Although in the biofilm modelling literature it is usually acknowledged that biological systems are often governed by stochastic dynamics, the probability of a successful surface invasion has not so far received much attention. Addressing this issue may be of particular importance for biofilm-forming bacterial foodborne pathogens [14] such as *Listeria monocytogenes*, *Escherichia coli*, *Salmonella enterica*, and *Campylobacter jejuni*, whose infections are random processes described by dose–response models for the probability of infection [23–29].

*Campylobacter jejuni* is a particularly interesting case of a biofilm-forming bacterial pathogen. *C. jejuni* is the most common bacterial cause of gastroenteritis globally [30,31]. Despite its requirements for a low-oxygen environment, a narrow temperature range, and specialized media [32,33], *C. jejuni* remains a highly successful pathogen [34,35]. The most common way of exposure to *C. jejuni* is through the consumption of contaminated food [35], particularly undercooked poultry [36–38] and unpasteurized milk [39], or exposure to contaminated water [40,41]. This pathogen can be found in multiple locations, including farms, where it resides in the intestinal tracts of livestock and poultry, and veterinary clinics, where it can persist on surfaces and equipment [42,43]. Biofilm formation [44] and attachment to existing biofilms of *Pseudomonas aeruginosa* [45] have been identified as key factors that contribute to the survival of *C. jejuni* in environments with suboptimal growth conditions. Although various models for *C. jejuni* have been proposed [46–55], no attempt has been made to study *C. jejuni* biofilm formation through mathematical modelling.

In this paper, we describe a mathematical model that unifies various observations regarding *C. jejuni* biofilm formation. Firstly, *C. jejuni* has been reported to exhibit higher biofilm formation in low-nutrient media (MHB) compared to nutrient-rich media (Brucella broth, Bolton broth) [56,57]. Despite being highly sensitive to atmospheric oxygen concentrations, it was found that biofilms formed in food-chain-relevant aerobic conditions can in some cases be denser than those achieved in microaerobic conditions [58]. This appears to contradict findings [59] that aerobic conditions enhance the bacterial lysis of *C. jejuni*, which would presumably reduce biofilm formation. However, the same study found that starvation conditions significantly inhibit lysis [59]. This suggests a complex interplay between oxygen levels, lysis, and starvation conditions that must be considered to fully understand the success of *C. jejuni* biofilms.

The biofilm formation model reported here is based on existing mathematical models [18,60–66]. Our model accounts for fundamental processes such as the rearrangement of cells within the biofilm, diffusion of chemical compounds outside and inside of the biofilm, cell growth, lysis, and deactivation due to insufficient nutrient resources. We consider the biofilm formation process as a biological invasion, which is inherently stochastic [17,66,67], and can occur with a certain probability, depending on the conditions the cells are subjected to. This description is reminiscent of models for the spread of infections by biological invasions [67–69]. We note that there are many complex mechanisms involved in biofilm formation [15,16], which were not included in this model, e.g., quorum sensing, mixed species interactions, or the attachment of cells to an existing biofilm from the planktonic state.
Despite the specific application to *C. jejuni* presented here, the model is relevant beyond *C. jejuni* and can be adapted to include characteristics pertinent to other species, allowing for their study within a stochastic individual-based framework.

2. Model Description

Biofilm formation is simulated in a two-dimensional environment with $L \times H$ patches of linear length $\delta$ arranged on a square lattice (Figure 1). Although biofilms naturally develop in three-dimensional situations, two-dimensional simulations were used for convenience in terms of numerical simulations and the visualization of the data. This approach allows us to efficiently capture key dynamics and interactions within the biofilm, providing valuable insights while maintaining computational tractability. Computational efficiency is crucial for running multiple stochastic realisations for a given set of parameters, enabling a statistical understanding of the model predictions.

![Figure 1. Geometry of the space used to simulate the biofilm. The system consists of $L \times M$ patches with coordinates $(x, y)$ in the bottom row with $y = 1$. Red patches represent live cells, while orange patches represent the extracellular matrix (ECM). Constant concentrations of oxygen ($S_o^H$) and carbon ($S_c^H$) are supplied at the top layer of the system. The chemical concentrations in the uncolonized layers are assumed to be equal to those supplied at the top (as indicated by the shaded patches where $S_o(i, t) = S_o^H$ and $S_c(i, t) = S_c^H$ for oxygen and carbon, respectively). A directed random path is illustrated, with the end of the path marked by a cross. The start of the path indicates where cell division has occurred, necessitating the redistribution of biofilm material to accommodate the new cell. In this example, no empty sites are encountered along the path, so the shoving algorithm terminates at the end of the path.](image)

The sites at the bottom of the lattice represent the solid surface on which the biofilm growth can initiate. The remaining sites represent the space above the solid surface where the biofilm can grow. Each patch in this region represents an area of space that can be occupied by fluid ($F$), a cell ($C$), or ECM ($E$). The state of the $i$-th patch at time $t$ is given by a variable $\sigma(i, t)$ that can take values $F$, $C$, or $E$. The neighbourhood of a patch $i$ is denoted as $\mathcal{N}(i)$. All boundaries are assumed to be closed such that a patch $i$ has $|\mathcal{N}(i)|$ neighbours: four if it is in the interior, three if it is along an edge, and two if it is at a corner.

Two types of chemical compounds are considered: a carbon source and oxygen with concentration fields $S_c(i, t)$ and $S_o(i, t)$, respectively. In the case of *C. jejuni*, the carbon source represents growth limiting compounds such as amino acids [70]. Since *C. jejuni* is a microaerophilic organism, it requires oxygen to grow, but small concentrations are optimal for cell survival. Indeed, it was observed that high oxygen concentrations promote bacterial lysis [59].

The system dynamics involve vital cell transitions (duplication, lysis, or deactivation) and substrate rearrangements associated with cell nutrient consumption and diffusion. We assume that concentration changes in the substrate are fast compared to vital dynamics events. Under this assumption, the system dynamics can be implemented as a sequential algorithm in which vital dynamic events are followed by fast substrate rearrangement, as shown in Figure 2.
We assume that the duplication (i.e., growth), lysis, or deactivation of a cell at patch \( i \) can occur randomly with transition rates \( \lambda_g(i, t) \), \( \lambda_l(i, t) \), and \( \lambda_d(i, t) \), respectively. Such rates depend on the substrate concentration fields \( S_c(i, t) \) and \( S_h(i, t) \) as described below.

Transitions in the state of cells are simulated as random events in continuous time using a kinetic Monte Carlo algorithm (also known as n-fold way or Gillespie algorithm) [71]. This algorithm allows the time increment \( \Delta t \) between consecutive events to be efficiently obtained through the formulation of a Poisson process (see Appendix A).

To gain statistical insight on biofilm formation, we simulated 100 stochastic realisations for each pair \( (S_c^H, S_h^H) \), starting from a randomly placed cell at the bottom of the system (layer with \( y = 1 \) in Figure 1).

We now describe in more detail the implementation of the vital cell transitions and substrate compound dynamics. The model parameters are listed in Table 1. Where possible, parameter values were sourced from the literature. For parameters not directly available from the literature or those dependent on model approximations (e.g., diffusion constants), appropriate values were assigned.

2.1. Cell Growth

Growth occurs through the duplication of cells. If a cell in patch \( i \) duplicates, the offspring is placed at a randomly chosen site \( j \) in the neighbourhood \( \mathcal{N}(i) \) of patch \( i \):

\[
C(i, t) \xrightarrow{\lambda_g(i,t)} C(i, t + \Delta t) + C(j, t + \Delta t).
\] (1)

Only for cases when one of the sites in \( \mathcal{N}(i) \) are in the fluid state, the offspring is randomly placed in one of these sites. In contrast, if all sites in \( \mathcal{N}(i) \) are occupied by the cells or ECM, a random directed path (see Appendix B) is applied to redistribute the biofilm mass, which is defined as the set of patches occupied by the cells or ECM.

We assume that growth is promoted by the carbon source concentration \( S_c(i, t) \). The growth rate \( \lambda_g(i, t) \) of a cell at site \( i \) and time \( t \) is given by the following:

\[
\lambda_g(i, t) = r_g \frac{S_c(i, t)}{S_c(i, t) + K_g}.
\] (2)

Equation (2) represents a standard Monod growth curve, governed by the local growth limiting nutrient concentration \( S_c(i, t) \) with a maximum specific growth rate \( r_g \) and Monod growth half saturation coefficient \( K_g \).

The blue dashed curve in Figure 3 illustrates how the growth rate increases with increasing nutrient concentration and asymptotically approaches the maximum value, \( r_g \).
Figure 3. Effect of concentration of growth limiting compound Sc on the rates of growth, \( \lambda_g \), lysis, \( \lambda_l \), and deactivation, \( \lambda_d \), for \( S_0 = 0.05 \text{ mmol L}^{-1} \) and parameters given in Table 1. The inset shows the dependence of the rates on the nutrient concentration for the model parameters in Table 1.

2.2. Cell Lysis

Whenever lysis occurs at site \( i \), the living cell at this site is removed from the system and replaced by ECM material:

\[
C(i, t) \xrightarrow{\lambda_l(i, t)} E(i, t + \Delta t).
\]

This simulates the bursting of the cell membrane and release of the cell material into the biofilm matrix. Since both starvation conditions and enhanced oxygen conditions were found experimentally to significantly impact the measured lysis capacity of \( C. \) jejuni [59], we take both compounds into account in the lysis rate of the model. In particular, we assume a simple linear relation between the substrate concentrations and the lysis rate:

\[
\lambda_l(i, t) = a_c S_c(i, t) + a_o S_o(i, t).
\]

Here, \( a_c, a_o \geq 0 \) quantify the effect of concentration of chemical compounds on the lysis rate. Figure 3 illustrates the increase in the lysis rate of a cell as the nutrient concentration increases at the patch occupied by the cell.

2.3. Cell Deactivation

Deactivation occurs when the uptake rate of the growth-limiting compound falls below a certain threshold value. In a deactivation event, a live cell is removed from the system in a similar way to a lysis event. Unlike a lysis event, however, no extracellular material is released through deactivation. This simulates the cell simply “shutting down” or entering a coccoid, viable but non-culturable (VBNC) state of minimal metabolic activity. Although theoretically, cells may be resuscitated from the VBNC state, this process is poorly understood and the likelihood is very low; hence, in this model, the deactivation process is irreversible [72]. The deactivation rate is implemented as follows:

\[
\lambda_d(i, t) = r_d \Theta(u_{\text{min}} - u_c(i, t)),
\]

where \( \Theta(x) \) is the Heaviside step function, whose value is zero for \( x < 0 \) and one for \( x > 0 \). The quantity \( u_c(i, t) \) is the uptake rate of compound \( S_c \), implemented in the model by a Monod equation with an intrinsic maximum uptake rate, \( U_c^{\text{max}} \), and a half saturation constant \( K_c \): \( u_c(i, t) = U_c^{\text{max}} S_c(i, t) / (S_c(i, t) + K_c) \). According to Equation (5), deactivation can only occur when the uptake rate is below a minimum value \( u_{\text{min}} \). Accordingly, deactivation is restricted to values of the nutrient concentration below a threshold, i.e., for \( S_c < S_c^0 = K_c u_{\text{min}} (U_c^{\text{max}} - u_{\text{min}})^{-1} \). Figure 3 illustrates the dependence of \( \lambda_d(i, t) \) on \( S_c(i, t) \) for the values of the parameters \( u_{\text{min}}, U_c^{\text{max}}, \) and \( K_c \) given in Table 1.
2.4. Substrate Compounds Dynamics

Changes in the concentrations of chemical compounds (i.e., oxygen and the nutrient source) occur in our model through their uptake by live cells and diffusion. The diffusion process in our model is governed by a modified Fick’s second law, with changes introduced to include the influence of nutrient uptake by bacteria on chemical concentrations and the differences in the diffusion coefficient at different stages of biofilm development [61]. The latter modification has been introduced to account for the heterogeneity of the biofilm structure, which resembles a porous material [64,65]. Diffusion in porous media is a well-known example of anomalous (non-Fickian) diffusion, in which the quadratic displacement of molecules is not proportional to time [65]. Instead, anomalous diffusion corresponds to a time-dependent diffusion coefficient, $D(t)$ [65]. Introducing a density-dependent diffusion coefficient has been previously applied to mathematical models of biofilms [64]. In our model, the diffusion coefficient at time $t$ is given by the following equation:

$$D(t) = \rho_B(t)D_B + (1 - \rho_B(t))D_F. \tag{6}$$

In Equation (6), $D_B$ represents an effective diffusion constant through biofilm mass (i.e., when patch $i$ is occupied by a cell or ECM) and $D_F$ represents the diffusion constant in the fluid. The quantity $\rho_B(t)$ is the density of the biofilm and it is calculated as a dimensionless ratio as follows:

$$\rho_B(t) = \frac{\text{No. of patches occupied by biomass}}{\text{No. of patches occupied by biomass} + \text{No. pores}}, \tag{7}$$

where

$$\text{No. of patches occupied by biomass} = \sum_{i=1}^{L_H} \begin{cases} 1, & \sigma(i,t) = C \\ 1 - \frac{n_E(i,t)}{N_E}, & \sigma(i,t) = E \\ 0, & \sigma(i,t) = F \end{cases} \tag{8}$$

When patch $i$ is occupied by the ECM and the ECM uptake mechanism is active, $n_E(i,t)$ gives the number of times that part of the ECM has been consumed at site $i$ by cells in $N(i)$. The pores are defined as sites for which $\sigma(i,t) = F$, which are contained within the biofilm, i.e., no path can be drawn from the site to the biofilm boundary layer without crossing a site which is occupied by biomass. Note that if there is no biomass present, $D(t) = D_F$. In contrast, if the biofilm is fully compact, $D(t) = D_B$.

The change in compound $k$ (carbon or oxygen) concentration at site $i$ with time is given by the following:

$$\frac{dS_k(i,t)}{dt} = D(t)\nabla^2 S_k(i,t) - u_k(i,t). \tag{9}$$

Here, $k = c, o$ for carbon and oxygen substrates, respectively, and

$$u_k(i,t) = \begin{cases} U_k^\text{max} \frac{S_k(i,t)}{S_k(i,t) + K_k}, & \text{if } \sigma(i,t) = C \\ 0, & \text{otherwise} \end{cases} \tag{10}$$

is the uptake of the $k$-th chemical compound at patch $i$ if it is occupied by a cell at time $t$.

Similar to previous models for biofilm formation [61,63], we assume that diffusion and nutrient uptake occur much faster than vital cell transitions. Specifically, we assume that immediately after a change in biofilm geometry or composition—due to cell division, deactivation, or lysis—chemical compounds reach a quasi-steady state. The substrate concentrations are then assumed to remain constant until the next cell transition event, at which point they reach a new quasi-steady state.

While this assumption simplifies the real dynamics of substrates, which may not always reach a quasi-steady state between consecutive cell transitions, it is addressed in our
simulations by using effective diffusion coefficients (Table 1). These coefficients are smaller than those expected in realistic settings [73]. The idea is that the concentrations achieved in a quasi-steady state with a smaller diffusion coefficient approximate the concentrations reached before a quasi-steady state is fully established with a larger coefficient.

In the quasi-steady regime, $\frac{\partial S_k(i,t)}{\partial t} = 0$, and Equation (9) reduces to a Poisson equation,

$$\nabla^2 S_k(i,t) = \frac{u_k(i,t)}{D(t)}, \quad (11)$$

which was solved numerically using the finite difference method [74], imposing closed boundary conditions at all boundaries with constant substrate concentrations for all patches in rows with $y > s$ that have not been colonized yet (cf. shaded upper layers in Figure 1). With these assumptions, the concentration fields are given by the following equations:

$$\sum_{j \in N(i)} S_k(j,t) - |N(i)| S_k(i,t) = \frac{\delta^2}{D(i)} \left\{ \begin{array}{ll} u_k(i,t), & i \leq s \cdot L, \\ S_k^H, & i > s \cdot L, \end{array} \right. , \quad i = 1, 2, \ldots, L, \quad k = c, o \quad (12)$$

These equations can be expressed in matrix form and numerically solved for $S_k(i,t)$.

**Table 1.** Parameter values used in our simulations and corresponding references motivating the choice of the parameter values.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Value(s)</th>
<th>Unit</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D_B$</td>
<td>Effective diffusion coefficient of the chemical compounds in the biofilm matrix</td>
<td>$9 \times 10^{-11}$ and $9 \times 10^{-10}$</td>
<td>m$^2$ h$^{-1}$</td>
<td>Calibrated ourselves through numerous simulations to produce conditions in which biofilm development would affect chemical concentrations for given parameters.</td>
</tr>
<tr>
<td>$D_F$</td>
<td>Effective diffusion coefficient of the chemical compounds in liquid</td>
<td>$9 \times 10^{-10}$</td>
<td>m$^2$ h$^{-1}$</td>
<td>As above.</td>
</tr>
<tr>
<td>$U_{o}^{max}$</td>
<td>Maximum uptake rate of oxygen</td>
<td>$4.5 \times 10^{-10}$</td>
<td>mmol h$^{-1}$</td>
<td>Order of magnitude obtained from oxidation rates of <em>C. jejuni</em> [75].</td>
</tr>
<tr>
<td>$K_o$</td>
<td>Monod coefficient for oxygen uptake rate</td>
<td>$3 \times 10^{-3}$</td>
<td>mmol L$^{-1}$</td>
<td>Based on saturation constant estimates for <em>C. jejuni</em> in regards to changes in dissolved oxygen concentrations [75].</td>
</tr>
<tr>
<td>$U_{c}^{max}$</td>
<td>Maximum uptake rate of the carbon source</td>
<td>$4.5 \times 10^{-9}$</td>
<td>mmol h$^{-1}$</td>
<td>We assumed it to be 10 times larger than maximum oxygen uptake, due to higher need to utilize the carbon source.</td>
</tr>
<tr>
<td>$K_c$</td>
<td>Monod coefficient for growth limiting compound uptake</td>
<td>0.03</td>
<td>mmol L$^{-1}$</td>
<td>Assumed 10 times larger than $K_o$ due to higher need to utilize the carbon source.</td>
</tr>
<tr>
<td>$r_g$</td>
<td>Maximum division rate of <em>C. jejuni</em></td>
<td>0.8</td>
<td>h$^{-1}$</td>
<td>Maximum growth rate of <em>C. jejuni</em> 104 at 42 °C in BHI medium [76].</td>
</tr>
<tr>
<td>$K_g$</td>
<td>Monod coefficient for growth</td>
<td>0.03</td>
<td>mmol L$^{-1}$</td>
<td>Assumed to be equal to $K_c$, due to the growth-limiting nature of $S_c$ and previously found direct proportionality of growth rate and substrate uptake for <em>E. coli</em> [77].</td>
</tr>
<tr>
<td>$r_d$</td>
<td>Deactivation rate</td>
<td>0.3</td>
<td>h$^{-1}$</td>
<td>Approximate death rate of <em>C. jejuni</em> in water at 37 °C in stationary conditions [78].</td>
</tr>
<tr>
<td>$u_{min}$</td>
<td>Minimum uptake rate of $S_c$</td>
<td>$1 \times 10^{-9}$</td>
<td>mmol h$^{-1}$</td>
<td>Assumed to be lower but have the same order of magnitude as the maximum uptake rate of the carbon source $U_{c}^{max}$.</td>
</tr>
<tr>
<td>$a_c$</td>
<td>Lysis coefficient for carbon source concentration</td>
<td>0.02</td>
<td>L mmol$^{-1}$ h$^{-1}$</td>
<td>Approximated to produce a slightly higher lysis rate value in aerobic conditions than the maximum growth rate (~0.85 h$^{-1}$), and a slightly lower lysis rate value in microaerobic conditions (~0.69 h$^{-1}$) for $S_c^H = 13$ mmol h$^{-1}$.</td>
</tr>
<tr>
<td>$a_o$</td>
<td>Lysis coefficient for oxygen concentration</td>
<td>2.3</td>
<td>L mmol$^{-1}$ h$^{-1}$</td>
<td>As above.</td>
</tr>
</tbody>
</table>
3. Results and Discussion

3.1. Behaviour of a Single Cell for Given Chemical Concentrations

Before studying the predicted behaviour of a population of cells forming a biofilm, it is instructive to study the behaviour of a single cell depending on the chemical concentrations $S_c(i,t)$ and $S_o(i,t)$ at the patch $i$ occupied by the cell. In particular, we consider the probability $P_g(i,t)$ that growth occurs before lysis or deactivation. This can be expressed in terms of the rates for growth, lysis, and deactivation as follows:

$$P_g(i,t) = \frac{\lambda_g(i,t)}{\lambda_g(i,t) + \lambda_l(i,t) + \lambda_d(i,t)}$$  \hspace{1cm} (13)

The dependence of $P_g$ on the chemical concentrations at the patch can be obtained by using the dependence of the rates on the chemical concentrations given by Equation (2), (4), and (5). The colour map in Figure 4 shows the probability $P_g$ for a cell as a function of chemical concentrations $S_c$ and $S_o$ in the patch occupied by the cell for the model parameters given in Table 1. The chemical concentration space $(S_c, S_o)$ can be naturally split into two regions separated by a threshold line where $P_g = \frac{1}{2}$. We shall refer to this line as the growth likelihood threshold (in a probabilistic sense). Below the line, the growth probability is $P_g > \frac{1}{2}$ so that growth is more likely than deactivation and lysis. In contrast, $P_g < \frac{1}{2}$ above the line, and growth is less likely than deactivation or lysis. One can show that $P_g = \frac{1}{2}$ implies that the effective rate of growth $\lambda_g - \lambda_l - \lambda_d$ becomes zero, i.e., the rate of growth is exactly balanced by the rates of no growth at the threshold line.

![Figure 4](image-url)

**Figure 4.** Colour map for the probability of growth of a cell ($P_g$) as a function of the nutrient and oxygen concentrations at the patch occupied by the cell. The black curve corresponding to $P_g = \frac{1}{2}$ splits the space of chemical concentrations into a region where growth is more likely than lysis or deactivation ($P_g > \frac{1}{2}$, below the curve) and a region where lysis or deactivation are more likely than growth ($P_g < \frac{1}{2}$, above the curve). The value $S_o^*\overset{\circ}{\circ}$ indicates the value of the chemical nutrient concentration above which growth is unlikely for any oxygen concentration. At the point $(S_c^*, S_o^*)$, the nutrient concentration $S_c^*$ is optimal in the sense that growth isfavoured for the widest possible range of oxygen concentrations, i.e., for $S_o \in (0, S_o^*)$. (1) indicates a cell in a patch where growth is initially unlikely but could become favourable if biofilm develops around the patch, thus leading to a local reduction in $S_c$ and $S_o$ as marked by the arrow. The inset shows a magnification of the behaviour for small values of the chemical concentrations. (2) indicates a cell in a patch where growth is initially favoured, but would become unlikely, as $S_c$ and $S_o$ reduce locally if biofilm forms around the patch. The red circles show the values of supplied chemical compounds used in the numerical simulations presented here.
The oxygen concentration at the growth threshold is given by a function of the nutrient concentration:

\[ S_o = f_{th}(S_c) = \max \left [ 0, -\frac{1}{a_o} \left ( a_c S_c - \frac{r_g S_c}{K_g + S_c} + r_d \Theta (S^d_c - S_c) \right ) \right ] . \]  

(14)

The equation arises from setting \( P_g(i, t) = \frac{1}{2} \) in Equation (11) and solving for \( S_o \). Here, the max function ensures that the oxygen concentration is non-negative at the growth threshold. For the parameter values in Table 1, \( f_{th}(S_c) \) is zero for \( S_c < S^d_c \) (see the inset of Figure 3). This is due to the dominance of the rate of lysis in this range of concentrations (see the inset in Figure 3), which makes growth essentially impossible. Increasing \( S_c \) leads to an increase in \( f_{th}(S_c) \) until a maximum value is reached:

\[ S^u_o = \frac{r_g}{a_o} \left ( 1 - \sqrt{\frac{K_g a_c}{r_g}} \right ) ^2 , \]  

(15)

for a nutrient concentration

\[ S^*_c = K_g \left ( \sqrt{\frac{r_g}{K_g a_c}} - 1 \right ) . \]  

(16)

This expression is valid when \( S^d_c < S^*_c \), which is indeed the case for the values \( S^* = 1.065 \) and \( S^d = 0.0086 \) mmol L\(^{-1}\) obtained for the model parameters in Table 1. The prediction of a peak in \( f_{th}(S_c) \) implies that the tolerance of cell growth to oxygen is maximal for intermediate values of the nutrient concentration. For \( S_c < S^*_c \), growth becomes possible for a higher concentration of oxygen when increasing the nutrient concentration. Increasing the nutrient concentration beyond \( S^*_c \), however, leads to a decreasing tolerance to oxygen due to the monotonic increase in the lysis rate with \( S_c \) compared to the growth rate that is limited in our model by the cell uptake capability (compare the curves for \( \lambda_g \) and \( \lambda_l \) in Figure 3). In fact, growth becomes unlikely (i.e., \( P_g < \frac{1}{2} \)) for any concentration of oxygen if the nutrient concentration is above the following value:

\[ S^u_o = \frac{r_g}{a_c} - K_g . \]  

(17)

In particular, \( S^u_o = 39.97 \) mmol L\(^{-1}\) for the parameters given in Table 1 (see Figure 3).

To summarize, the analysis of the behaviour of one cell predicts the existence of an optimal nutrient concentration for which the effective growth rate is maximized and thus increases the survival potential of the population in higher oxygen conditions. As a consequence, our analysis suggests that lower nutrient media may increase the tolerance of \( C.\ jejuni \) to higher oxygen conditions. This result may serve as a logical argument for a possible connection between \( C.\ jejuni \) being observed to grow better in lower nutrient media and its oxygen susceptibility [57,79].

The analysis of the behaviour of a single cell also reveals the expected dependence of the probability of growth on the parameters of the vital dynamics of the model. The value of the nutrient concentration \( S^*_c \) for which the tolerance to oxygen is maximal increases with the rate of growth, \( r_g \), and decreases with the growth half saturation coefficient, \( K_g \), and nutrient-induced lysis rate, \( a_c \). The maximally tolerated oxygen concentration, \( S^u_o \), and maximal nutrient concentration for which growth is likely to occur, \( S^*_c \), exhibit similar trends with \( r_g \), \( K_g \), and \( a_c \). In addition, \( S^u_o \) decreases with the oxygen-related lysis rate, \( a_o \). As intuitively expected, these trends suggest that the overall chances of cell growth increase with the rate of growth and decrease with the rates of lysis. The decrease with the half-saturation \( K_g \) is perhaps less intuitive but also makes sense since larger values of \( K_g \) induce a slower increase in the total growth rate, \( \lambda_g \), with the nutrient concentration (see Equation (2)).
3.2. Collective Behaviour–Biofilm Formation

Here, we present results on the collective behaviour of cells by means of numerical simulations performed to study the effect of substrate concentrations and the diffusion of chemicals on biofilm formation. Numerical simulations are run on a rectangular environment with \( L \times H \) patches, where \( L = 20 \) and \( H = 50 \). The linear size of each patch is set to \( \delta = 5 \mu m \) so that the simulation space is a rectangle with an area of \( 100 \times 250 \mu m^2 \). All numerical simulations begin with a single triggering cell located at a randomly chosen patch, \( i^* \), at the bottom of the system; the rest of the patches are occupied by fluid. The oxygen and carbon source concentrations are kept constant throughout the entire simulation at the upper horizontal boundary of the system. Such constant concentrations are denoted as \( S_0^H \) and \( S_c^H \) to indicate the fact that they correspond to patches at a height \( H \). We assume that the concentration of chemical compounds is initially homogeneous in the system, i.e., concentrations are set to the values \( S_0^H \) and \( S_c^H \) at all the patches in the system. Following this, we shall refer to \( S_0^H \) and \( S_c^H \) as initial chemical concentrations.

3.2.1. Effect of Supplied Oxygen and Nutrient Concentrations

The numerical simulations presented in this section consider six different conditions in terms of the supplied chemical compound concentrations, \( S_c^H \) and \( S_0^H \), that cover the regimes of likely and unlikely growth predicted for a single cell (see the circles in Figure 4).

More explicitly, simulations were run for two concentrations of oxygen: \( S_0^H = 0.188 \) and \( 0.26 \) mmol L\(^{-1} \), corresponding to microaerobic and aerobic conditions in [79], respectively (approximate values from [79] were converted from ppm to mmol L\(^{-1} \) units). For each value of \( S_0^H \), we explored the effect of three values of the supplied nutrient concentration, \( S_c^H = 6.5, 13, \) and \( 26 \) mmol L\(^{-1} \). In particular, \( S_c^H = 13 \) mmol L\(^{-1} \) corresponds to the sum of measured concentrations of aspartate, glutamate, serine, and proline in MHB in the experiments of Ref. [45]. The simulations presented in this section ran until the biofilm reached the upper horizontal boundary of the simulation rectangle, the cell population was extinct, or the simulation time reached the maximum time, which was set to 72 h. The diffusion constant in patches occupied by the biofilm (i.e., either in C or E-state) is set to \( D_B = 9 \times 10^{-11} \) m\(^2\)/s, which is 10 times smaller than the diffusion in the liquid (see Table 1 and Equation (7)). We observed three possible outcomes for a given stochastic realisation: (i) the biofilm may not start spreading; (ii) the biofilm may start spreading but the population of live cells becomes extinct before they invade the system in the vertical direction; and (iii) the biofilm may invade the system by reaching the upper boundary of the simulation rectangle at height \( H \).

Biofilms do not start spreading (outcome (i)) if the triggering cell undergoes lysis or deactivation before duplicating. This occurs with probability \( 1 - P_g(i^*, t) \), where \( P_g(i^*, t) \) is the probability that the triggering cell duplicates (see Equation (11)). In the numerical simulations, \( P_g(i^*, t) \) is calculated as the fraction of times (out of 100) the triggering cell located at the bottom of the system duplicates before undergoing lysis or deactivation. Figure 5 shows analytical (dashed line) and numerical estimates (squares) of the probability that the biofilm starts growing, as a function of the supplied nutrient concentration, \( S_c^H \), for the oxygen concentration \( S_0^H = 0.3 \) mmol L\(^{-1} \). The peak of the probability suggests that biofilm formation is more likely for intermediate values of \( S_c^H \) (\( S_c^H = 3 \) mmol h\(^{-1} \) in the example of Figure 5). Indeed, at very low values of \( S_c^H \), deactivation can occur (for \( S_c^H < S_g^H \)) and the rate of growth is small (see Figure 3). Growth is also hindered for high enough values of \( S_c^H \) due to a relative dominance of lysis.

When biofilms form, they can survive and invade the system to reach the upper boundary with probability \( P_{inv} \). This probability is reminiscent of the probability of an epidemic in a lattice which was mapped to percolation [80,81]. By definition, \( P_{inv} \leq P_g \), since invasion requires the duplication of the triggering cell and sustained growth of the population of live cells afterwards. For the given \( S_0^H \), however, \( P_{inv} \) depends on \( S_c^H \) in a similar way as \( P_g \) in the sense that it displays a peak at intermediate values of \( S_c^H \) (see the crosses in Figure 5). The maximum value of \( P_{inv} \), however, is located at a higher value of \( S_c^H \)
than that of $P_h$. In other words, the optimal nutrient concentration for biofilm invasion is higher than the nutrient concentration that optimizes the effective growth rate of individual cells. This is qualitatively expected since the local nutrient concentration within a biofilm is smaller than $S^H_c$ due to the lower value of the diffusion constant in the biofilm compared to that in the fluid and nutrient consumed by the cells.

![Figure 5](image)

**Figure 5.** Probability $P_{\text{inv}}$ that a triggering cell in high oxygen conditions $S^H_o = 0.3 \text{ mmol L}^{-1}$ leads to an invasive biofilm (crosses) compared to probability of growth of a single invading cell, $P_h(i,t)$ (squares for numerical simulations and dashed line for analytical results). Crosses indicate the survival probability of a triggering cell colony within 5 h simulations (fraction of runs out of 100 that reach the upper boundary of the system).

The diminished concentration of chemical compounds in patches occupied by the cells and ECM has important consequences for the collective behaviour of invading biofilms. In particular, this may lead to large biofilm invasions in conditions that are considered unfavourable for the growth of individual cells. In order to quantify these effects, we consider the mean number of live cells at a given time, defined as $\overline{n_C} = \text{t} \sum n_C(t)/T$ for each invading biofilm. Here, $T$ is the number of time steps (i.e., vital dynamics events) in a realisation and $n_C(t)$ is the number of live cells as a function of time. Figure 6 shows that histograms for $\overline{n_C}$ are bimodal, indicating a clear distinction between the situations when the colony does not invade (peak at low values of $\overline{n_C}$) and those in which the biofilm grows and spans the system. For any of the two oxygen levels considered in Figure 6, the peak of histograms at low $\overline{n_C}$ increases with $S^H_c$, meaning that invasion becomes more unlikely as $S^H_c$ increases (i.e., $P_{\text{inv}}$ decreases with $S^H_c$). On the other hand, the location of the peak on the right of the histograms moves to higher values of $\overline{n_C}$ as $S^H_c$ increases. This implies that biofilm invasion becomes increasingly unlikely at higher nutrient concentrations but those biofilms that manage to span the system at high nutrient concentrations contain (on average) more live cells at a given time than those spanning at lower nutrient concentrations. This can be qualitatively explained in terms of the phase diagram in Figure 4 as a shelter effect induced by the biofilm. Indeed, the growth of individual cells will be unlikely at high nutrient concentrations (e.g., they are at the point (1) in Figure 4). In spite of that, if cells start duplicating and form a large enough biofilm, the chemical concentrations will decrease for some cells and their chances to duplicate increase (see the green arrow from point (1) in Figure 4).

The relative frequency of growth events in invasive biofilms takes values that are marginally above one half for all values of supplied nutrient and oxygen concentrations considered (see Figure 7). For all considered nutrient concentrations, increasing the level of oxygen significantly increased the frequency of lysis and decreased the frequency of deactivation in such a way that the frequency of growth remained essentially unaffected. As a result, nearly equivalent numbers of live cells were observed to reside within the colonies stemming from a single invading cell for both the low and high oxygen case, and
a higher density of the biofilms was obtained in the aerobic conditions (due to an increase in the release of extracellular material in the lytic process).

![Figure 6. Histograms for the mean live cell counts, \( \mu \), for the combinations of chemical concentrations indicated by the red dots in Figure 4. The chemical concentration units are [mmol L\(^{-1}\)].](image)

![Figure 7. Relative frequencies of \( \bullet \), \( \bigcirc \) growth, \( \blacktriangle \), \( \blacktriangledown \) lysis, and \( \blacklozenge \), \( \square \) deactivation events for invasive biofilms with different initial chemical concentrations \( S^H_0 \) and \( S^L_0 \). The filled shapes represent lower oxygen conditions, where \( S^H_0 = 0.188 \) mmol L\(^{-1}\), and empty shapes represent cases where \( S^H_0 = 0.26 \) mmol L\(^{-1}\). Note that empty circles for aerobic conditions are not visible since they coincide with filled circles for microaerobic conditions for the set of parameters specified by Table 1.](image)

It should be stressed that our simulations only focused on microcolonies, i.e., single cells invading the surface. In reality, there will be many cells invading the surface at the same time. Our results predict that the number of the cells in each of the invasive microcolonies could be equivalent in aerobic and microaerobic conditions, but at the same time, the invasion probability for each cell colonizing the surface is lower in higher oxygen conditions. This leads to the prediction of overall lower biofilm formation in aerobic conditions for the parameters specified in the model. This result is supported by experimental observations obtained by Teh et al., where it was observed that for eight different strains of \( C. jejuni \), biofilm formation in MHB was equivalent or lower in aerobic conditions compared to microaerobic conditions [79]. On the other hand, the same study reported equivalent biofilm formation in Brucella broth under aerobic and microaerobic cultivation. It was suggested in the study that this could be due to a lower dissolved oxygen content in Brucella broth exposed to aerobic conditions when compared to MHB.

One can regard the relative frequency of growth events as a numerical estimate for the growth probability \( P_g \) introduced above. The fact that the relative frequency of growth
events is slightly larger than 0.5 for invasive biofilms agrees with the requirement \( P_g > \frac{1}{2} \) for cell growth to be likely.

At the level of individual cells, the considered values of \( S_c^H \) and \( S_o^H \) cover conditions of likely and unlikely growth (see circles in Figure 4). In spite of that, invasive biofilms are not very sensitive to the specific values of \( S_c^H \) and \( S_o^H \). This suggests that biofilm formation leads to a self-organized state in which live cells are effectively near the \( P_g = \frac{1}{2} \) threshold line in Figure 4 that separates the regimes of likely and unlikely growth.

The morphology of invasive biofilms depends on the supplied chemical concentrations. For lower nutrient concentrations, invasive biofilms describe ramified patterns with lower density (compare the panels in Figure 8a,b with Figure 8c). Increasing the supply of nutrients increases the frequency of lysis events and decreases the frequency of deactivation events. As a result, as the amount of the ECM increases, biofilms become denser (Figure 8c). At the level of individual cells, the considered values of \( S_c^H \) and \( S_o^H \) were not very sensitive to the specific values of \( S_c^H \) and \( S_o^H \).

For lower nutrient concentrations, invasive biofilms describe ramified patterns with lower density (compare the panels in Figure 8a,b with Figure 8c). Increasing the supply of nutrients increases the frequency of lysis events and decreases the frequency of deactivation events. As a result, as the amount of the ECM increases, biofilms become denser (Figure 8c). At low fixed values of \( S_c^H \), increasing the supply of oxygen, \( S_o^H \), has a similar effect as that observed when increasing \( S_c^H \) at constant \( S_o^H \) (compare the left and right panel in Figure 8a).

![Figure 8](image-url)  

**Figure 8.** Structure of invasive biofilms for nutrient concentrations (a) \( S_c^H = 6.5 \text{ mmol h}^{-1} \), (b) \( S_c^H = 13 \text{ mmol h}^{-1} \), and (c) \( S_c^H = 26 \text{ mmol h}^{-1} \). The left and right panels for each value of \( S_c^H \) concentration correspond to low and high oxygen conditions, \( S_o^H = 0.188 \text{ mmol h}^{-1} \) and \( S_o^H = 0.26 \text{ mmol h}^{-1} \), respectively. Red patches represent live cells and orange patches are occupied by ECM material. All patterns correspond to the time at which biofilms span the system vertically.

Each pattern in Figure 8 corresponds to the realisation in which the largest biofilm size out of 100 trials was obtained for the given set of parameters. Figure 9a shows that on average, for those biofilms that managed to invade the system, the biofilm size (number of patches occupied by cells or ECM) was found to increase by 5–9% in aerobic conditions compared to microaerobic conditions for lower nutrient concentrations (i.e., \( S_c^H = 6.5 \text{ and } S_c^H = 13 \text{ mmol h}^{-1} \), and was equivalent for the higher nutrient concentration \( S_c^H = 26 \text{ mmol h}^{-1} \). Interestingly, while a similar pattern was observed for biofilm density (Figure 9b), this was not true for all realisations, as the panel in Figure 8b shows (note a higher number of pores within the biofilm on the right panel in Figure 8b, compared to the left panel).

The specific concentrations of supplied chemicals do not only influence the morphology of biofilms but also affect the location of live cells. For relatively low values of \( S_c^H \) and \( S_o^H \), live cells are mostly observed at the top of the biofilm where nutrients are more abundant (see Figure 8a,b). In contrast, for high levels of oxygen and nutrients, live cells are observed in deeper regions of the biofilm where the local concentrations are low enough for cell growth to be likely (Figure 8c). In such cases, the shelter provided by the biofilm is crucial for a population of live cells to exist.
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3.2.2. Effect of the Diffusion Coefficient in the Biofilm

In order to investigate the influence of the diffusion of chemical compounds in the biofilm, we ran simulations for a diffusion constant \( D_B = 9 \times 10^{-10} \text{ m}^2/\text{s} \) and compared with the results obtained in the previous section, where we set \( D_B = 9 \times 10^{-11} \text{ m}^2/\text{s} \). As in for \( D_B = 9 \times 10^{-11} \text{ m}^2/\text{s} \), we observed a significant depletion of nutrients in the lower sections of biofilms (Figure 8); so, we decided to see how the model behaved when the diffusion constant was increased.

In the case when chemical concentrations in the media are low enough, the increase in the diffusion coefficient was found to decrease the probability of invasion, \( P_{\text{inv}} \) (from 0.57 to 0.39), in agreement with predictions in Figure 4. However, for successful invasions, the mean number of live cells at a given time, \( \pi C \), was found to increase by more than five-fold (from 24 to 123). In particular, more cells were observed at deeper regions of the biofilm for high diffusion which allows the concentrations of the nutrient within the biofilm to be higher compared to cases with lower diffusion (compare the patterns in Figure 10a,b).

**Figure 9.** Average size (a) and density (b) of invasive biofilms. The error bars represent the standard error of the mean.

**Figure 10.** Effect of increasing the diffusion constant \( D_B \) of nutrient and oxygen within biofilms. Panels (a,b) correspond to \( D_B = 9 \times 10^{-11} \text{ m}^2/\text{h} \) and \( D_B = 9 \times 10^{-10} \text{ m}^2/\text{h} \), respectively, for low supply of chemical compounds \( (S_C^H = 6.5 \text{ mmol h}^{-1} \text{ and } S_O^H = 0.188 \text{ mmol h}^{-1}) \). Panels (c,d) show a similar arrangement for high supply of chemical compounds \( (S_C^H = 26 \text{ mmol h}^{-1} \text{ and } S_O^H = 0.26 \text{ mmol h}^{-1}) \). In all panels the realisations for which the maximum biofilm size was achieved were chosen.

The effects of enhanced diffusion can be opposite in the case when the supply of nutrients and oxygen is high. Indeed, one observes high levels of nutrient and oxygen deeper inside the biofilm and this has a detrimental effect on growth due to high lysis rates. This is illustrated in Figure 10 where biofilms can invade if diffusion is low (panel (c)) but the invasion is unlikely for higher diffusion (see a non-invasive biofilm consisting of just ECM in panel (d)).
4. Conclusions

The model presented here is an individual-based, stochastic cellular automaton, in which events such as cell division and death are governed by a Poisson process with mean local event rates affected by changes in concentrations of carbon sources and oxygen. The results obtained from our analysis can be summarized as follows:

- The analysis of the behaviour of one cell predicts the existence of the optimal nutrient concentration for which the effective growth rate is maximized and thus it increases the survival potential of the population in higher oxygen conditions. In turn, this suggests that lower nutrient media may increase the tolerance of *C. jejuni* to higher oxygen conditions.

- The development of a biofilm, through decreasing local compound concentrations within its boundaries, may push the population towards the regime in which the effective growth rate is positive.

- The model predicts that the survival probability of individual cells placed on a surface decreases when nutrient or oxygen levels are raised. The expected number of live cells in situations when the cell is successful in establishing a colony, however, tend to be lower in the lower nutrient conditions. There appears to be a trade-off, where on the one hand, increasing nutrient conditions may be detrimental to individual cells, but at the same time it may bring benefit to the whole population.

- Our results suggest that the lower biofilm formation observed in aerobic conditions in Mueller Hinton Broth compared to cultivation in microaerobic conditions may be due to the lower surface invasion probability of individual cells, and that those cells which manage to invade may generate microcolonies of an equivalent size in aerobic and microaerobic conditions.

Our analysis focused on the comparison of the patterns found in the experimental observations to those generated by the model. It should be noted, however, that the model presented here is very versatile and it is possible that additional interesting predictions may be obtained with this or an extended model in the future.

The model could be improved by increasing the number of dimensions to three or increasing the size of the simulation space to study more mature biofilms. Additionally, extending our analysis to include biofilm growth initiated by multiple triggering cells, rather than just one as considered here, could reveal different biofilm morphologies depending on the model parameters [18,22,61,82]. Moreover, incorporating a metabolic network reconstruction, similar to what has been successfully conducted for *Escherichia coli* [20], could further refine the model. Once enough information about *C. jejuni* metabolism is revealed, additional mechanisms such as the release of metabolic products could be incorporated into our model and the effect of these mechanisms on the biofilm population could be assessed [16].
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Appendix A. Algorithm for Vital Cell Dynamics

We assume that vital transition events define a Poisson point process such that, if the system reached a configuration field \{σ(i, t)\} after a cell transition at time t, it would remain in such a state during a period of time \(Δt\) with probability \(e^{-Λ(t)Δt}\). Here,

\[
Λ(t) = \sum_{i \in B(t)} \sum_{k \in \mathcal{E}} λ_k(i, t),
\]

is the decay rate of the state \{σ(i, t)\} accounting for all the possible transitions, \(\mathcal{E} = \{g, l, d\}\), of the patches occupied by cells, \(B(t) = \{i|σ(i, t) = C\}\). Within this formulation, the probability that we have to wait a time \(Δt\) between two consecutive cell transitions is \(1 - e^{-Λ(t)Δt}\). In practice, the time \(Δt\) until the next cell event is calculated as follows:

\[
Δt = -\frac{\ln(1-u)}{Λ(t)},
\]

where \(u\) is a uniformly distributed random number in \([0, 1]\). A patch \(i\) occupied by a cell at time \(t\) is selected to undergo a transition \(k \in \mathcal{E}\) after time \(Δt\) with probability \(Λ(t)^{-1}λ_k(i, t)\).

Appendix B. Redistribution of Biofilm Mass after Growth Events

The path for the redistribution of biomass after a growth event is defined by first selecting an endpoint at random at the interface between the colony holding site \(i\) and the liquid medium (e.g., see the patch indicated by ‘×’ in Figure 1). The distances in vertical and horizontal directions from the site at which duplication occurred to the endpoint are recorded. Then, randomly ordered, directed steps in the vertical and horizontal directions are applied, during which the surplus mass is pushed to the neighboring site on the path, displacing what is already there to the next step of the path. The path in our algorithm is “directed”, as the only movement allowed is that which shortens the distance to the endpoint. In other words, if the endpoint lies on the upper left side to the location where growth occurred, the only steps taken will be to the left and upwards, in randomized order. This shortens the algorithm substantially compared to a regular random path, especially for growth within large colonies. The algorithm ends once a site occupied by fluid is reached, either through reaching the endpoint of the path or by reaching a fluid site along the way, for example a pore or a channel within the biofilm matrix. This mass redistribution algorithm is reminiscent of the one proposed in [61], albeit the latter chose the end point of the path by calculating the shortest distance from the growth location to the biofilm surface, rather than randomly. In our model, as we allowed for the algorithm ending when encountering an empty space, we left the choice of the biofilm–liquid interface endpoint as random. This was performed, as in our model, choosing the shortest distance to the biofilm interface would not necessarily mean choosing the path of less resistance, as there may be pores along the way whose filling would offer less resistance.

In reality, cells would reorient themselves before moving further, provided that there is enough space to allow it. However, previously reported biofilm simulations, which took into account the reorienting of cells, have revealed that cells at the periphery may also be effectively pushed as a result of cell replications inside the biofilm [83], which motivated our simplified version of the biomass distribution.
42. Thépault, A.; Rose, V.; Queguiner, M.; Chemaly, M.; Rivoal, K. Dogs and Cats: Reservoirs for Highly Diverse *Campylobacter jejuni* and a Potential Source of Human Exposure. *Animals* 2020, 10, 838. [CrossRef] [PubMed]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to people or property resulting from any ideas, methods, instructions or products referred to in the content.